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Articles

Semasiological Modeling in Real Estate Management
Boris Sh. Gurgov 2"

a Educational and Research Institute of Informatics and Control Systems of the Federal State
Budgetary Educational Institution MIREA RTU, Moscow, Russian Federation

Abstract

The article examines the technologies of real estate management of public educational
organizations. A new control technology is considered. which the author calls semasiological.
The term “semasiological” is borrowed from the field of linguistics. It characterizes the
interdisciplinary transfer of knowledge. Semasiological control technology is based on
semasiological modeling. In this technology, management models are built according to the
bottom-up principle. Semasiological modeling is implemented through the use of information units
as elementary models. Complex management models are formed from elementary models. Related
types of modeling are described: onomasiological modeling and semasiological modeling.
The difference between these types of modeling is shown. Information units are used in the
modeling type. The article provides an analysis of the types of information units. The article
provides an analysis of the types of modeling that is used in real estate management. The main
components of semasiological technology of real estate management are described. The article
shows the need to use information units as the basis of semasiological modeling and semasiological
control. The importance of corporate real estate management in sectoral management is shown.

Keywords: computer scientist, modeling, information models, information units,
onomasiological modeling.

1. Introduction

Real estate management of state educational organizations is a management complex that
uses the general theory of management, taking into account the characteristics of state educational
organizations. State educational organizations belong to the social sphere. They require
government support and are economically unprofitable on a micro scale. State educational
organizations cannot be equated with commercial organizations that pay for themselves. On a
national scale, educational organizations are profitable. Education in the USSR ranked third in
terms of efficiency after science and tourism. In accordance with the study of the effectiveness of
education by Academician S.G. Strumilin in 1987 (report of the All-Russian Science and
Technology Center). The cost of education in the USSR in a secondary higher educational
institution was 4,200 rubles. The standard salary of an engineer, a university teacher and the
standard pension of a specialist with a higher education was 120 rubles per month. The specialist
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paid for his training in 2 years and 2 months. Education in the USSR was not free, but education on
credit. A regular loan ends after the end of the term and repayment of the loan. In the USSR,
specialists repaid the loan for the rest of their lives. Therefore, they brought huge profits and
education in the USSR was effective.

At the same time, the real estate and property of the education system does not differ from
the real estate of other industries. However, the non-commercial orientation of state educational
organizations requires the use of different criteria for assessing their effectiveness and
management than for assessing the effectiveness of commercial firms.

There are a number of trends in modern education and property management. The first trend
is the growth of accumulated and information. This trend in the "small" has led to the second trend
— the use of information technologies and information systems in management. This trend in the
"big" has led to the third trend — the problem of big data (Fan et al., 2014; Lyovin, Tsvetkov, 2017).
The increase in the volume and structure of the accumulated information has created the
complexity of data and the difficulty of managing such data. The complexity of data and
management models is achieved through the universalization of their description and through the
development of new models and technologies. Such new models and technologies of management
are models of information units (Ozhereleva, 2014; Tsvetkov, 2014), information semasiological
models and information semasiological technologies. Up to the present time, semasiological
technologies have been widely used in linguistics. There are attempts to apply them in the
information sphere. This article develops this direction

2. Results and discussion

System of Units of Semasiological Modeling

In many types of analysis and modeling, formal systems of signs or systems of units are used.
Such an experience exists in cartography, where cartographic symbols are used in the construction
of maps. Such is the case with applied computer science. Such symbols are called information
units. The use of information units reduces complexity and increases the comparability of models
and technologies.

There are two approaches to the use of information units. The first approach is used in the
study of reality. It is called onomasiological (Pavlov, 2019; Bolbakov et al., 2022). It is based on the
detailing of the information set to the level of universal information units. This approach is called
"from the general to the specific" Another approach of modeling is called semasiological. It is based
on the construction of control models and technologies from a system of universal units or an
alphabet. This approach is called "from the particular to the general." This is how word formation
occurs in natural languages. The semasiological approach uses rules for word construction and
complex models. The semasiological approach is used in computer-aided design systems. In it,
drawings and models of objects are designed from graphic primitives.

At present, a field approach is used in computer science and geoinformatics. This approach is
based on the use of the model of the information field and the geoinformation field (Bolbakov et al.,
2022) as a large information model. A field has indivisible elements. These field elements are
information units. Thus, information units can be considered as one of the principles of strategy-
based semasiological modeling.

Types of modeling and information units.

There are different types of modeling (Bonate, 2006) that use different kinds of information
units. One of the taxonomy of modeling is based on the relationship of the modeling to the source
of the modeling. The initial source of modeling is the information set and the information field.
In the information field there are images of modeling objects. It is necessary to distinguish between
the source of the simulation and the image of the modeling. If the source of OM is a substantial
object, then such modeling is called object modeling (Kosova, 2022). Object modeling, in which a
system approach is used, is called system-object modeling. If the source of modeling is a process,
then such modeling is called processual. If the source of the modeling is the content of the object,
then such modeling is called semantic. If the modeling source is the properties of an object, then
such modeling is called attributive modeling.

Object modeling uses form and content. Object modeling is used to solve many problems
(Tsvetkov, 1991). Modeling requires the use of model elements. These elements simplify model
construction and analysis. Such elements are information units. Object modeling uses structural
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and semantic information units.

Process modeling (Raev, 2018) is also widely used. Process modeling is used in management.
When building processes, you also need to use process elements. Process elements also simplify
process analysis. Such elements are procedural information units.

In addition to object modeling, there is content modeling or semantic modeling (Song et al.,
2022). Semantic analysis of information also requires the introduction of semantic elements. Such
elements are semantic information units. Semantic modeling uses only content.

Structural modeling is a type of modeling. It uses structural information units. Structural
modeling uses only morphology.

Meta modeling is one of the types of modeling. It uses meta-models and a variety of
information units.

Conceptual modeling is a type of modeling. It uses information constructs as conceptual
models and conceptual information units.

Agent-based modeling is a type of modeling. It uses agent models as simple and compound
information units.

Heuristic modeling is a type of modeling. It uses heuristics and heuristic procedural
information units.

Thus, many types of modeling and analysis require the use of information units.

The development of society is characterized by globalization (Tsvetkov, 2005a), automation,
and informatization. The dominant factors in the development of society are informatization and
digitalization. All these areas are connected by computer science. Modern Informatics
(Gospodinov, 2023) combines different scientific areas by methods of analysis, information
approach, and modeling methods. Informatics is an integrator of methodological research.
The tasks of computer science are: the acquisition of knowledge (Holzinger, 2019), the formation of
a picture of the world, the extraction of spatial knowledge, the identification of latent knowledge
and the transformation of tacit knowledge into explicit knowledge All types of knowledge require if
possible, it is necessary to create an element of knowledge. Such elements of knowledge are
semantic information units.

Information models form information (Tsvetkov, 2005b) and intellectual resources (Zhang et
al., 2017). There is a need to create elements of such resources. The elements of information
resources are information units.

Situational analysis is now widely used. Situational analysis is required when solving
management problems. Situational analysis is performed when building a model of an information
situation. Situational analysis is used to identify relationships and connections. Situational analysis
requires the application of elements of analysis. The elements of situational analysis are
information units.

Exploration of the world around us begins with the collection of information. The main
method of gathering information is monitoring. In monitoring, information units are needed to
systematize the collected information.

After collecting information, applied problems are solved. These tasks are divided into two
groups: cognitive tasks and applied tasks. Important tasks are aimed at developing models that
form a picture of the world. However, these models also need to be reconciled. Such alignment is
possible if the models are created within a single system. Such a system of complementary writing
is a system of information units.

Applied modeling tasks include: construction of applied systems, maintenance of applied
systems, solution of applied problems, information support in other applied areas. In order for the
results of the constructions to be comparable and analyzable, it is necessary to choose a single
description system. Such a system of description is the system of applied information units.

In the process of research, information from the real field and space is transferred to the
information field and creates an information set. An information set is originally an
unsystematized representation of the real world, like a photograph. For subsequent use and
transformation into models and for obtaining knowledge, it is necessary to create a system for
analyzing and describing the elements of the information set. The elements of analysis and
description of the information set are information units.

Information systems (IS) and geographic information systems (GIS), as well as databases
(DB) are widely used in the research process. These systems operate on ordered pieces of
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information and ordered operations. Chunks of information and operations are made up of units.
These units are information units. Information units are necessary for the operation of information
systems. The operation of a computer is based on the use of information units. Computer
information units are machine operations and machine words.

The general conclusion is that information units are the basis for modeling and applying
methods of informatics in practice. There is no universal system of information units, nor is there a
universal language of humanity. Information units form systems in relation to the subject area and
the area of research tasks. Complex objects and their models are divisible. It makes it possible to
divide them into parts and elements.

In the information field, information models are a reflection of real processes and objects.
In geoinformatics, models are represented in the form of digital maps and digital models.
To transform models, it uses information morphism. Information morphism carries out a
transformation on the basis of information units. In the theory of information units (Todorova,
2023), there are two areas of use: onomasiological (detailing of units) and semasiological
(integration of units). Accordingly, two types of modeling are used: onomasiological (OM) and
semasiological (SM).

The basis of OM modeling is the study design. The main idea of onomasiological modeling is
detailing. At the first stage, clusters or, if possible, objects are isolated from the initial information
set. Clusters are transformed into models, models are transformed into parts. On the basis of the
selected criterion of divisibility, indivisible elements or information units are obtained. Most
applied research is completed at the level of the formation of models and their parts. A complete
study involves obtaining indivisible elements of models. In the information field, such models are
information units (IUs). In OM technologies, UI elements are the result of modeling. In practice,
OM is implemented using the oppositional (Cohen et al., 2016) and dichotomous analysis.

The main idea of semasiological modeling is integration and construction. The basis of SM
modeling is the design or design plan. At the first stage, SM technology identifies information units
as the basis of the project. Such Uls form systems. For example, in cartography, these are systems
of conventional cartographic signs divided into three classes: area, linear, and point. In the
programming of the UI system, there are elements of flowchart algorithms. In linguistics, it is the
alphabet and thesaurus. Different languages have their own alphabets, i.e. their own UI systems.
In the theory of image processing, information units are pixels, voxels and tiles. In computer-aided
design theory, graphical primitives form a UI system.

In the second stage, the UI is transformed into parts or aggregates. Models are formed on the
basis of aggregates. On the basis of models, a project and, if necessary, a material object are
formed. In SM technologies, Ul is the starting point of modeling.

When analyzing a text, there are different information units that are formed using different
criteria of divisibility. The structural division results in the information unit symbol. The symbol,
as a rule, has no meaning. In image processing theory, the structural unit of a flat bitmap image is a
pixel. The semantic division of the text leads to the information unit "word". A word has a meaning,
so it is an elementary semantic information unit. The word system is included in the thesaurus.
Cartographic symbols are also elementary semantic units. The word (SL), taken by itself, has the
initial vocabulary formy or lemma.

A word (W) is made up of symbols (Sm), connections between them (Con), has meaning or
semantics (Sem), and has a dictionary form (Lem). A more complex semantic information unit is
the sentence (Sen). A sentence is made up of words. A sentence (Sen) consists of words (Ws),
relations between them (Rel), prepositions (Pret), a word has a case form (case form)),
the sentence has a predicative meaning (pred-me) and has a syntax in the construction of words
(sint). A more complex semantic IE is the phrase (Phr). A phrase is made up of sentences.
Phr consists of sentences (Sen), relations between sentences (Rel), predicative meanings (pred-
me), context (Cont), references (Ref), and syntax.The key features of a word are semantics. The key
features of a sentence are the relationship between words and the predicative meaning. The key
features of a phrase are context and references.

Information units can have dimensions. Figure 1 shows flat and volumetric information units.

Figure 1a shows a flat information unit pixel. Figure 1b shows voxel (Caon, 2004). It is
fundamental that information units are formed as a local system.
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Fig. 1. Information units of different dimensions

Semasiological control technology.

Semasiological technology of real estate management is based on the use of procedural units,
semasiological procedural models and corporate management technology.

The semasiological technology of real estate management includes two stages: preparatory
and operational. The preparatory stage includes the creation of a system of procedural and
information units and semasiological management models. The operational stage of management
includes the development of management decisions and the implementation of management.

Modern real estate management technology has specific trends and features. The main trend
is the surge in the development of digital real estate technologies. These innovative technologies
involve different approaches. For example, they are called PropTech (real estate technology). They
can apply effective real estate portfolio management (e.g., VTS) in different ways. They offer new
ways to rent a home (e.g., Airbnb) or hassle-free maintenance (e.g. FixFlo).

There is a trend of applying smart real estate management and creating smart real estate.
There is a trend of moving from Facility Management (FM) to Corporate Real Estate Management
(CREM) (Appel-Meulenbroek, Omar, 2021). The direction of real estate lifecycle management is
developing. It is worth noting the use of Internet of Things technology in real estate management.
The last two directions are due to the development of information support for real estate
management (Gross, Tuyet, 2019) and information modeling. The International Property
Management Association (IFMA) divides property management into asset management, property
management, and facility management.

Real estate management of educational organizations is a technological integrated complex
for meeting the information needs of the state and the population in educational services and the
creation of qualified specialists. The state is both the consumer of the products of the Ministry of
Education and the organizer of the education system.

The key parameters of real estate management include the needs for education of the
population and the needs of the state for human resources. Interest on the part of the consumer of
educational services is aimed at identifying similarities and differences between educational
organizations, the economic costs of education and the opportunity costs of educational
alternatives. Semasiological property management is a new technology in this field.

3. Conclusion

The management of real estate in educational organizations relies on information support.
Modern information support for real estate management includes the use of information and
intellectual technologies. These technologies have changed the mechanism of real estate
management towards its digitalization. There is a distinction between design, executive and
computing technologies of real estate management. Design and executive technologies of real estate
management include semasiological management. Semasiological management refers to
management technologies and is direct management. Information support for property management
also uses semasiological modeling. The term "semasiological modeling" is borrowed from the field of
linguistics. It characterizes the interdisciplinaryknowledge system. Semasiological modeling is one of
the control support technologies. Semasiological modeling in real estate management uses
information units as the basis of management technology. Semasiological modeling simplifies the
verification of management processes and increases the reliability of management.
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Ontologies in Information Retrieval
Nikita S. Kurdukova:*

aDepartment of Informative Studies, Institute of Information Technologies, Russian Technological
University (RTU MIREA), Moscow, Russian Federation

Abstract

The article explores information retrieval technologies. The difference between information
retrieval and information retrieval is shown. The search for information includes: information
retrieval, semantic retrieval, and ontological retrieval. The problems of existing information
retrieval technologies are described. Nine reasons for the inadequacy of information retrieval are
described. A brief systematics of information retrieval methods is given. Current trends in the
development of information retrieval are described. The article proves that the existing
technologies of information retrieval are morphological. Work in the field of semantic search has
led to the search for semantic information, but has not led to the creation of semantic search
technology. The concept of complete information retrieval, which includes the search for
morphology, content and ontology, has been introduced. The problems of the development of
semantic search are described. The paradigms of informational, semantic and ontological search
are given. It is shown that information retrieval is one-level and morphological. Semantic search is
two-level. Ontological search is multi-layered. The key parameters of sematic and ontological
search are highlighted: terminological relations, meaning of meaning, concept, knowledge.
A search alternative is marked: the alternative is either a short time and a high volume of results,
or a long time and a smaller volume of search results.

Keywords: information set, morphological search, semantic search, ontological search,
content.

1. Introduction

The number of data in the Internet is growing exponentially (Azad, Deepak, 2019). Then the
reflection. For example, problems in Big Data (Levin, Tsvetkov, 2017; Hariri et al., 2019). Limited
growth of information is outpacing the growth in the number of methods to extract desired
information (Azad, Deepak, 2019). Informational search is now the main tool for extracting
information (Guo et al., 2020) in the network and in information storage systems. Informational
network search doesn't yield adequate results in a row reasons. The first cause is polysemy.
It consists in the fact that search patterns, or keywords submitted by a user can relate to multiple
topics. In result polysemy search results can be are not focused on the topic of interest.

The second reason for the inadequacy of search results is the presence of information
uncertainty. Information uncertainty is the standard state of search. In scientific research, search
information is always known approximately. The research is characterized by information uncertainty.
Information uncertainty at the beginning of a search leads to inaccuracy or irrelevance of search results.

* Corresponding author
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The third reason for search inaccuracy is the length of the query and has to do with time.
The query may be too short for the search engine to properly understand the meaning of what the user
is looking for. The reason is subjective. The shorter is the query, the faster is the search. In practice,
the average size of a web search is 2-4 words. The fourth reason for the inaccuracy of information
retrieval is cognitive. It is caused by the lack of confidence and competence of the user. Under these
conditions, the user is often unsure of what he is looking for until he sees the results. Even if the user
knows what they are looking for, they don't always know how to compose correctly Request.

The fifth reason is the poor use of semantic relations and the poor use of auxiliary terms. Misuse
of relationships distorts the meaning and renders the results of an informational slip useless.

The sixth reason for the inadequacy of the search is that information retrieval, which is
morphological, is widely used. As a result of the search, an information set is formed according to
morphological, not semantic features.

The seventh reason for the inadequacy of information retrieval is that the search methods do
not take into account and do not assess the factor of information uncertainty.

The eighth reason for the inadequacy of information retrieval is that the overwhelming
majority of search methods, with the exception of artificial neural network methods, do not use the
ontological approach and the method of ontologies.

The ninth reason for the low efficiency of information retrieval technologies is the lack of
methods that use different methods that take into account the criteria of "correspondence to meaning".

These reasons motivate the improvement of existing search methods, the development of
new methods and new models of information retrieval. Such new methods include models of
ontological search.

2. Discussion and results

Features of information retrieval.

Information retrieval as a technology is referred to the field of applied informatics (Polyakov,
Tsvetkov, 2002) and is classified as a specialized information technology. Specialized information
retrieval systems are used for information retrieval (IR). Retrieving information is a must for many
applications, such as scientific research, dissertation research, digital library work, expert search,
web search, etc.

Analysis of publications in the field of information retrieval indicates a growing trend of
diversification of information retrieval methods. A significant part of the work is not integral. This
is due to the fact that in many literature sources there are no clear requirements for identifying
evidence of the truth of the information found. In information retrieval, the methods of correlation
analysis (Tsvetkov, 2012), oppositional analysis (Tsvetkov, 2014a), dichotomous analysis (Kudzh,
2017) are not used. Therefore, the generalization of methods and the theory of information
Searches are currently a challenge.

Existing models of neural information retrieval were often studied under homogeneous and
narrow conditions, which significantly limited the understanding of their application for
heterogeneous information (Thakur et al, 2021). Most web-based information search queries fall
into the following categories (Azad, Deepak, 2019).

1. Information queries covering a broad topic, for which there may be thousands of
alternative results.

2. Information requests covering a narrow topic that cannot be disclosed within the scope of
the request, but can be disclosed by auxiliary iterative requests.

3. Navigation queries: Queries that search for a specific website or URL.

4. Transactional requests: Requests that demonstrate the user's intent to perform a specific
action.

The first and second points are dominant. They are characterized by information uncertainty
and the absence of semantic search criteria.

At present, the results of information retrieval are processed mainly using indexes and
ontologies. At the same time, the use of ontologies in queries is not practiced. The use of ontologies
is based on exact matches and is hidden from users. The use of morphological queries leads to the
problem of terminological ambiguity (Tikhonov i dr., 2009). Morphological queries and search
index are not based on the same set of terms. This is also known as dictionary problems (Furnas et
al, 1987). Deficiencies in information retrieval technologies motivate the transition to new
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methods. One of the new methods is the advanced query method (Azad, Deepak, 2019). It also uses
conditional relevance feedback. This idea is to incorporate user feedback into the search process to
improve the end result. In particular, the user provides feedback on the received documents in
response to the initial request, indicating the relevance of the results. This idea is based on the
inclusion of the cognitive space of a person in the space of information search. The main task of the
search is the correspondence of meaning, but it is not yet explicitly designated. If we detail this
task, we get a scheme of complete information retrieval.

Morphology-semantics-ontology.

The classical search is morphological, that is, it is built by searching for matches of
morphological forms. It can be considered as the first and not the final stage of the search.

Search for semantic information

The search for semantic information is the second stage of complete information retrieval.
There are works on semantic search (Raphael, 1964; Pejtersen, 1998). This was the work of the
early years, when researchers naively thought they were doing a semantic search. But analysis
shows that this is what was called "semantic search", but the search for semantic information
(Amati, van Rijsbergen, 1998). The search for semantic information as an object and "semantic
search" as a technology belong to different categories and cannot be identified. Therefore,
the original direction of semantic search is now more accurately defined as the search for semantic
information (Chebil, Soualmia, 2023).

A number of papers (Amati, van Rijsbergen, 1998) have attempted to use "semantic
information theory" (SIT). This theory was created as an alternative to the information theory laid
down by the works of C.E. Shannon. The SIT has not been finalized. Its interpretation is not
definite. Vaguely: It was built very broadly and vaguely. SIT relied on research in the field of
polysemantic logic and philosophy, but not on formalism in the field of computer science. And the
use of the term "information" was used to denote the description and transfer of this description
from one subject/object to another (Amati, van Rijsbergen, 1998). General the difference between
SIT and C.E. Shannon's theory of information is that information is conveyed not by an ordered
sequence of binary symbols, but by means of a formal or natural language in which logical
statements are defined and explained by semantics. However, these ideas have not been
implemented to this day and have remained as wishes. They are useful for semantic search.
However, it should be noted that in reality there is a search for semantic information.

The ontological approach to information retrieval should be noted as a promising direction
(Mustafa et al, 2008). Semantic methods of information retrieval must understand the meanings of
the concepts that users specify in their queries. However, the main drawback of existing methods of
semantic information retrieval is that none of them takes into account the context of the concept
(Mustafa et al, 2008). To solve this problem, the approach of thematic similarity is used. It is used
to search for information to capture the context of a particular concept. In addition, source
metadata in the form of RDF triples is used.

The concept of relevance is a hot topic in the process of searching for information. In recent
years, the dramatic growth in the number of digital documents has highlighted the need for new
approaches and more effective methods to improve the accuracy of IR systems to meet the
information needs of real users to measure the semantic relationship between words. This
approach is based on ontologies presented using a common knowledge base to dynamically build a
semantic network. This network is based on linguistic properties and, when combined with a
metric, creates a measure of semantic connectivity.

The problem of semantic search in biomedical digital libraries is described in (Ebeid, Pierce,
2021). It uses a vector approach to search. It describes a method based on knowledge graph
embedding, which provides semantic relevance search and ranking of biomedical literature
indexed in PubMed.

Chebil and Soualmia (2023) provide a relatively complete approach that includes a query
extension technique. The approach proposed in this study combines probabilistic networks (PN),
vector space model (VSM), and pseudo relevance feedback (PRF) to evaluate and add relevant
concepts to the user's original query index. First, query extension is done using PN, VSM, and
domain knowledge. Then, in the second step, PRF is used to enrich the query user using the same
approach used in the first phase of the extension. To evaluate the performance of the developed
system, called the Conceptual Information Retrieval Model (CIRM), several query extension
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experiments are conducted. Experiments have shown that the use of two measures of possibility
and necessity in combination with cosine similarity and PRF improves the process of information
retrieval. In all of these methods, such a search is not complete. It excludes the issues of finding
latent information and tacit knowledge (Bolbakov, 2016).

Basics of semantic search.

Semantic search is based on the idea of semantic environment (Tsvetkov, 2014b) and
semantic modeling. The ideas of semantic modeling go back to the work of Carnap (Carnap et al.,
1953) and Luciano Floridi (Floridi, 2004). Carnap's works can be interpreted as wishes: "what
should be and what would be desired". A more fundamental approach is proposed by L. Floridi.
He introduces the concepts of "Strict Semantic Information Theory" (TSSI) and "Weak Semantic
Information Theory" (TWSI). TSSI is based on truth values, not probability distributions. TWSI is
based on probability distributions and actually describes C.E. Shannon's theory of information.
There is a paradox, also revealed in (Tsvetkov, 2014c), between content and information volume.
Floridi (2011) examines the relationship between "Semantic Information and Theory and
Correctness of Truth". Floridi associates probabilistic characteristics with semantics, which is
conditional and limits the theory. The main inaccuracy of L. Floridi in the Interpretation of the
Concept of Truth. In the actual practice of "Truths a" there is a conditional concept. For a long
time, the world was described by a geocentric system. This was believed to be true. But scientific
research has led to a different model of the world, the heliocentric one. These models and the
truths based on them contradict each other. Another example is the geometry of Euclid and
Riemann. These models are not consistent, but complement each other. Semantic information is
there But epistemologically, semantic information does not change and does not depend on
interpretation or truth criteria

With regard to semantic information theory or complete information theory, one can agree
with the opinion (Zhong, 2017). "Information (an information model) that is truly useful to people
should consist of three components: a form called syntactic information, a meaning called semantic
information, and a utility called pragmatic information" (Zhong, 2017). A fourth component,
the ontological, should be added here. The "Information" term is amorphous. A more accurate term
in the field of information retrieval is "information model". An information model has integrity,
limitation, and structure. The ontological component of the information model is that it must
conform to generally accepted concepts and contain particular and general knowledge. Concepts
and general knowledge are ontological factors.

The quote above allows us to move on to the morphology of information models (Jeulin,
2021). The topic of morphology is still considered separately from the theory of information and
from the theory of information modeling.

Paradigms of information and ontological search.

Information search is the simplest, but it is also divided into categories. It is based on
structural information units (SIU), patterns (P), information set (IS), information clusters (IC),
comparison methods (CmM), and search results set (SSR).

SIU —»P —IS —IC -SSR (1)

Paradigm (1) is interpreted as "one pattern — one set of searches". Paradigm (1) has two
implementations for complex patterns P(A, B)

SIU— P(A, B) »IS —IC — (SSR(A) U SSR(B)) (2)

Paradigm (2) is interpreted as follows: "one pattern — several sets of search results".
Paradigm (2) is found in simple search engines, such as searching for files in the Windows
operating system. If the search pattern includes two words, then all the words in the pattern are
searched independently. The search result consists of a collection of sets for each word in the
pattern. This search method takes little time but creates large amounts of information that the user
must analyze on their own. The load is transferred to the cognitive area of the person.

Another search paradigm takes into account the terminological relationships (R) between the
words of the pattern. For example, consider two words as in paradigm (2)

SIU— P(A, R, B) -IS— IC— SSR(A, R*,B) (3)

Paradigm (3) is interpreted as follows: "one pattern with relations — one set of searches with
reduced relations (R*)". Paradigm (3) is found in the search engines of the word processor Word.
If the search pattern includes words and relationships, the search result contains a simplification or
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modification of the relationship, but with the words included. Paradigms (1-3) describe
morphological search.

To implement semantic search (SR), you need to specify a meaning value (MM).
The principal difference between semantic search is the presence of two levels of search.

SIU— P(A, R, MM, B) -»IS— IC— SSR(A, R*,B) (4)
SSR(A, R*,B)— SmS (A, R*, MM*, B) (5)

The first level of search (4) is morphological. The second level of search is semantic.
The result of the search is a set of meanings that do not exist in paradigms (1-3). The result of
semantic search (5) is a semantic set (SmS). A feature of expression (5) is that the value of the
meaning at the start of the search (MM) may differ from the value of the meaning at the search
result (MM¥). The criterion for the relevance of semantic search is the relationship

MM~ MM* (6)
Ontological search (OR) differs in the number of levels and the result of the search.
SIU— P(A, R, MM, B)— IS —IC — SSR(A, R*,B) (7)
SSR(A, R*,B)—> SmS( A, R*, MM, B) (8)
SmS( A, R¥, MM, B) — SO (C, Kn, R**, MM*) (9)

Ontological search contains the first level of morphological search (7), the second level of
semantic search (8), and the third level of ontological search. The results of morphological typing
and semantic search are commensurate because they describe the same objects with different
completeness. The results of the ontological slip (9) and the morphological search are qualitatively
different, since in the ontological search we find not objects, but: concepts (C), knowledge (Kn),
generalized relations (R**), generalized meaning (MM¥*). All generalizations go beyond a single
object and describe a group of objects. Ontological search is based on semantic search,
correspondence of meaning, and conceptual modeling. Expressions (8) and (9) can have sublevels.
Therefore, the scheme (7-9) is multi-level.

3. Conclusion

The problem with all types of searches is the complexity, search time, and volume of search
results. Complexity reduces search time. In search engines, there is an alternative, either a short time
and a high volume of results, or a smaller volume but a longer search time. Ontological search has a
greater number of levels of search and analysis. The semantic and ontological levels include analysis as
part of search. The conducted research gives grounds to introduce the concepts of "morphological
search", "semantic search", "ontological search". There is reason to consider the existing information
search to be morphological. Morphological factors play a major role in it. Semantic search involves
semantic analysis. Ontological search involves generalization and conceptual analysis. All types of
search reduce information uncertainty. Morphological search is the simplest because it uses a well-
formalized space of parameters. For informational, semantic, and ontological models, morphology
determines their representation. With semantic search factors are little used in search technologies as
well. Orthology can define the structure of a model or object. The semantics of information models is
determined by their content and relation to reality. The relation to reality determines the conditional
truth. Summing up, it should be stated that the concepts of information retrieval and information
retrieval are not identical. Information retrieval is one technology with one level of retrieval.
Information retrieval includes different technologies with a large number of levels of search and
analysis. Searching for information yields results that fall into different categories.
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Abstract

Reducing the cost of using electricity in mining to improve production efficiency is one of the
most urgent tasks not only for other industries but also for the mining industry in Vietnam today.
In the past years, the mining industry has applied many technical solutions to save energy in mining,
such as using inverters to adjust the working process, using soft starts, and using a power metering
monitoring system. The electric motor is the most energy-intensive driving device, accounting for
about 70-80 % of the mine's electricity consumption. The use of high-performance motors to directly
replace traditional induction motors with low-performance ones in mining will bring about high
efficiency. The content of the article presents the possibility of using a line-start permanent magnet
synchronous motor (LSPMSM) to replace traditional three-phase induction motors. At the same
time, the article aims to analyze the economics and techniques of applying LSPMSM in mining to
develop a reasonable investment plan to improve the use of electricity in mining.

Keywords: mining, high-performance motor, electricity.

1. Introduction

Currently, the capacity and depth of mining are increasing, leading to more and more
machines being used in mining to replace human labor (Ranjith et al., 2017). Ha Lam mine in
Vietnam is equipped with a mechanized longwall with a capacity of 1.2 million tons of coal and a
mechanized furnace with a capacity of 600,000 tons of coal (Nguyen et al., 2020). Nui Beo mine is
equipped with a synchronous mechanized longwall with a capacity of 600,000 tons of coal per year
(Vu, 2022). The mechanization of mining leads to an increasing use of electricity in mining, making
the proportion of electricity cost per ton of mined coal increasingly large.

Reducing the cost of using electricity in mining to improve production efficiency is one of the
urgent tasks not only for other industries but also for the mining industry in Vietnam today. In the
past years, the mining industry has applied many technical solutions to save energy in mining, such
as using inverters to adjust the working process, using soft starts, and using a power metering
monitoring system (Do et al., 2022a).

The above solutions have also been partly promoted and are effective in using energy
efficiently. However, the majority of the electricity consumed in mining goes to electric drive
systems (Semenov et al., 2019). An electric motor is a driving device used to generate the drives for
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mining operations. In mining in Vietnam, the electrical energy consumed by the electric drive
accounts for about 70-80 % of the total electricity consumed by the mine (Bui et al., 2022; Do et al.,
2022a; Do et al., 2022b; Maraaba et al., 2018). The use of high-performance motors as a direct
replacement for low efficiency traditional induction motors in mining has not yet been
implemented. The content of the article goes into an economic and technical analysis of the
application of high-performance motors in mining.

2. High-performance motor

According to the IEC 60034-30 standard motor efficiency is classified into classes: IE1 —
Standard Efficiency (IE1 — Standard Efficiency), IE2 — High Efficiency, IE3 — Premium Efficiency,
IE4 — Super Premium Efficiency, IE5 — Ultra Premium Efficiency. According to (IEC, 2014) the
efficiency levels from IE1 to IE5 of the motor depending on the power are shown in Figure 1.

Traditional motors used in mining are squirrel cage rotor induction motors (IM). This type of
motor has many advantages such as: simple structure, high durability, large starting torque, low
cost (Putro et al., 2023). However, the major disadvantage of these types of motors is that it is
difficult to improve efficiency because there is still power loss on the rotor during operation
(Dursun et al., 2018). It is really difficult to improve IM performance to IE2, IE3 level according to
IEC60034-30 standard.

Electric motors: 4 pole, 50 Hz

S - Ultra Premium Efficiency

Efficiency [%]

—|E4 - Super Premium Efficiency 50 Hz
~—|E3 - Premium Efficiency 50 Hz

IE2 - High Efficiency 50 Hz

—|E1 - Standard Efficiency 50 Hz

01 1 10 100 1000
Output power [KW] log scale (Source: |IEC 60034-30-1, 2014)

Fig. 1. Dependency between efficiency level and motor power

Nowadays, with the development of rare-earth magnet materials, many types of high-
performance motors such as the line-start permanent-magnet synchronous motor (LSPMSM) are
created (Ugale et al., 2014). LSPMSM has the advantages of high-performance, large power factor
and does not need a starter, but has the disadvantage of low starting torque, so it is only suitable
for technological stages with small starting torque requirements (Behbahanifard et al., 2015;
Ganesan et al., 2019).

To be able to use LSPMSM to replace traditional three-phase induction motors, It is
necessary to have in-depth studies on technical factors and economic efficiency when applying this
type of motors in mining practice.

3. Results and discussion

3.1. Technical analysis

As analyzed above, LSPMSM has the advantages of high-performance, large power factor,
direct starting without the need for an attached controller. However, the disadvantage of this motor
is the small starting torque.

The use of high-performance LSPMSM motors as an alternative to IM is of great significance
when applied to power-intensive technology stages and technically appropriate. According to the
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report on electricity use in underground mining, currently, electricity is mainly used in the
following stages: mining, ventilation, water pumping, excavation and transportation.
For technological stages of transportation, excavation or mining, the speed of the replacement
motor must be exactly the same as that of the previously designed motor. In addition, these loads
often have large starting torques, so they are not suitable for LSPMSM motors. However,
the ventilation and water pumping stages are the major power consumers and the small starting
torque can replace the LSPMSMs for the IMs in use (Bui et al., 2022; Do et al., 2022a; Do et al.,
2022b; Maraaba et al., 2018).

Analysis of technical characteristics of LSPSMSM with speed of 3000 rpm, rated power of
15kW, rated voltage of 660/1140V used with load as a local exhaust fan in mining. The simulation

results are shown in Figures 2, 3, 4.
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Fig. 2. Rated load starting characteristics of LSPMSM with power 15kW and speed 3000 rpm.
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Fig. 3. Starting torque characteristics with rated load of LSPMSM

The results shown in Figure 2 show that the LSPMSM can be completely started with the
blower loads, the motor's starting time is 1s. Figure 3 shows that the starting torque does not
fluctuate. The motor current characteristics indicate that the starting current of the motor is small
(Figure 4).

Thus, from the above specification analysis, it is found that it is possible to use high-
performance LSPMSM to replace traditional IMs in the ventilation and water pumping stages of
mining. This is the technology that uses the most electricity. The replacement can bring high
economic efficiency, reduce power use and improve the power factor of the network.
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Fig. 4. Start-up current characteristics with rated load of LSPMSM

3.2. Economic analysis

The investment in high-performance motor will increase the initial cost, but will be recovered
from the cost of saving energy during operation. In order to replace IM in mining with the high-
performance LSPMSM, economic efficiency needs to be further considered.

Assume the mining powertrain is upgraded from IM with IE1 efficiency to using a motor with
high efficiency IE, (with n = 2, 3, 4). According to (Toda et al., 2014) the operating cost saved each
year when using high-performance motor instead of IE1 efficiency motor is calculated according to
the formula.

S=P C-T

100 100
'E, E, (1)

n

where: P, — motor power (kW); C — Electricity price (VND/kWh); T — number of working
hours per year (hours); E,, E; — is the standard motor efficiency, respectively IE, and IE..
The initial cost difference between two high-performance IEn and IE1 motors is determined
by the formula (Toda et al., 2014):
AC=m-Y (2)
where: m — Differences in mass, material; Y — unit price difference.
The payback period is calculated as follows:
Te=AC/S (3)
From the above base, the study conducted to compare the economic efficiency obtained for
local exhaust fans in underground mines, using the IM with IE1 efficiency and the LSPMSM with
IE3 high-performance. Motors with specifications as shown in Table 1.

Table 1. Specifications of IM and LSPMSM

TT Parameters IM LSPMSM
1 Power (kW) 15kW 15kW

2 Voltage (V) 660/1140 660/1140
3 Frequency (Hz) 50 50

4 Speed (rpm) 2960 3000

5 Motor efficiency (%) 89 (IE,) 93.2(1E3)

According to the document (Toda et al., 2014), the mass of the electromagnet required for the
LSPMSM with power 15kW is about mpy=1.85kg, magnet sale price NdFeB is Ppy=250%/kg
equivalent 5.75 million VND/kg. Cost difference using high flux density steel foil for LSPMSM with

18




European Journal of Technology and Design. 2023. 11(1)

power 15kW is m’py=4.5kg, selling price difference P’ry=12%$/kg equivalent to about 0.276 million
VND/kg.

From formula (2) determine the initial cost difference between the high-performance
LSPMSM and the standard IM as:

AC=[mpyPpy+m e P'ry]=[1.85-5.75+4.5-0.276]=11.88 million VND 4)
Operational cost savings per year when replacing LSPMSM for IM with the formula:
100 100 100 100 .
S=P,, C-T|-————|=15-1600-5000 |—— — ——| = 5.6 million VND (5)
E, E 89.3 93.2 9)

where, electricity price C=1600 VND/kWh; Mining factory works three shifts T=5000h/year.

The payback period when replacing LSPMSM for IM of the local exhaust fan is determined by
formula (1):

T.=AC/S=11.88/5.6=2.12 year (6)

Due to the energy saving during use, the replacement of the LSPMSM with power 15kW for
the IM with power 15kW brings high economic efficiency, short payback period of about 2.12 years.
In addition, the improvement of the power factor helps to reduce the loss on the transmission line,
because the LSPMSM motor has a power factor of 0.95 or more compared to the IM with a power
factor of about 0.85.

4. Conclusion

From the above economic-technical analysis, it is found that LSPMSM-type high-
performance motors are technically suitable to replace the traditional low efficiency IMs used for
exhaust fan or water pump loads. According to the analysis of economic profit, with the
replacement of this high-performance motor, the payback period is more than 2 years, not to
mention the benefits of power transmission lines and power sources.

In addition, the fan and water pump loads are the loads with the highest proportion of
electricity usage in mining, accounting for over 30 % of the total electricity used in the whole mine.
So this replacement will have a breakthrough in the efficient use of energy in mining.
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Abstract

The article examines the elements of the information field. The main features of the
information field as an integral information model are described. The tasks of the information field
are described. The information field contains patterns and relationships of the real world.
The information field contains tacit knowledge. The main tasks of the information field are to
obtain new knowledge and form a picture of the world. It is shown that the information field can be
considered as a system. The system has elements. The elements of the information field are
information units. Information units are used as elements of models regardless of the information
field. This justifies their use as elements of the information field. The variety of application of
information units is shown. Information units are used in linguistics, programming, education,
decision-making, and system analysis. Information units serve as the basis for information
modeling. Four groups of information units that exist in linguistics and in the information field are
described. A set-theoretic approach for describing information units of different groups is shown.
The article describes the features of information construction. Information units as elements of the
information field contribute to cognition and the formation of a picture of the world.

Keywords: computer science, information models, information field, information units,
information construction.

1. Introduction

The information field (Tsvetkov, 2014a; Tsvetkov, 2014b; Raev, 2021) is a phenomenon of
modern science. The information field (IF) can be considered as a complex model that reflects real
fields and individual objects of reality. In the information field, disparate objects of the real world
appear in a single information environment. IF can be compared to a snapshot of reality. In reality,
objects are independent of each other. But in a photograph, the images of the objects form a single
picture. IF describes objects and processes. IF describes the content of processes in real fields.

IF is related to the Information Space (IS). IF describes the content of the real world, and IS
solves the problems of coordinating the information field and sets the spatial orientation of the
information field processes. Field and space complement each other. IF and IS reflect the
superposition of real fields (Barmin et al., 2014). Together, they form a primary picture of the
world (Tsvetkov, 2020). The information field unites disparate objects and fields of the real world
into a single descriptive model. Models of individual objects appear in a single information
environment. IF contains tacit knowledge. It contains a description of the patterns of the real
world. The information field contains a description of information and spatial relationships.
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Real-world relationships between objects and fields can be complex. In the information field,
complex relations are reduced and can be supplemented by information relations that do not exist
in reality. This makes it possible to divide information relations in IF into two groups. The first
group of information relations describes the relations of reality. The second group of information
relations supplements the descriptions to explain the patterns and make the description more
consistent with reality.

An important concept of the information field is the field function (Tsvetkov, 2014a). This
characteristic expresses the content of the information field at a given point according to the
selected criteria. In general, the model of the information field is more capacious and meaningful
in comparison with a photograph of reality, a snapshot. The snapshot contains explicit information.
IF contains tacit information and tacit knowledge.

The information field can be represented as an integral model (Tsvetkov et al., 2023), which
contains information models: systems, situations, objects, process models, patterns models. This
complex model contains simpler models and the relationships between them. Each of the simpler
information models, in turn, contains parts, subsystems, and elements. The elements of these
information models are information units as indivisible entities of the information field.

The information field is not created arbitrarily, but is based on a number of correspondences
between the real world and IF. The simplest correspondence is the information correspondence
between models and objects. Next is the semantic correspondence between the content of the
models and the content of the objects. In addition to informational and semantic correspondence,
there must be an ontological or conceptual correspondence. When displaying processes in the IF
there must be a procedural correspondence between real and information processes.

The information field, as a composite model, must solve special problems. The first task of IF
is to describe objects and phenomena in the real world. The second task of IF is to form
information models as IF objects. The third task of IF is to create an information environment for
research and modeling. The fourth task of the information field is to acquire knowledge. In order to
extract knowledge in the information field, there must be opportunities for metamodeling
(Tsvetkov et al., 2020). The main task of the information field is to form a picture of the world.

Many models have the property of being systematic and can be considered as complex
systems. The information field is systematic and can be considered as a complex system. Any
complex system contains elements. Such indivisible elements of the information field are
information units (Ozhereleva, 2014). Therefore, in order to study the information field, it is
necessary to consider its information units. The problem of analyzing the information field requires
the study of its indivisible elements, that is, information units (Raev, 2020).

2. Discussion and results

Information Units as Modeling Elements.

Modern information modeling is intensively developing. The development of modeling is
expressed in the emergence of new information models. These models include an information
field model.

Applied informatics and applied geoinformatics solve many practical problems with the help
of modeling. And informational modeling is of great importance in geoecology. Different types of
monitoring are used to monitor the environment: geotechnical monitoring (Carri et al., 2021),
geoinformation monitoring, space monitoring. Information modeling is used in all types of
monitoring. There is a direction of onomasiological information modeling (Pavlov, 2019). This type
of modeling builds models of objects and processes by breaking them down into small elements.
This modeling results in the formation of information units.

Information units as elements of models are used in applied informatics and applied
geoinformatics. Information units are used in linguistics and programming. Information units are
used in information theory (Ivannikov i dr., 2007). In a detailed analysis of real-world phenomena,
information units are used implicitly. In the theory of the information field, there is a concept of
information units, which denote indivisible elements of the information field. Any analysis involves
division. Andthe political division can be carried out to parts or to elements. Dividing to elements
actually creates information units. There are a large number of works describing information units
or their applications. However, until now, no attempt has been made to write a general theory of
information units. The first feature of information units is that they form specialized units groups
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when used in different technologies. For example, there are linguistic information units (Smith,
2006). There are communication information units (Fassier, Azoulay, 2010), and there are logical
information units (Tajima et al., 1999), there are lexical information units (Almela, Sanchez, 2007),
there are representational information units. There are paralinguistic information units (Tsvetkov,
2013). Thus, information units are used in the construction of models, in the construction of
models, and in modeling.

Information Units and Set Theory.

The theory of information units uses the theory of information and the theory of information
modeling. There are different approaches to the description of information units. The description
of information units can be done using set theory.

Information units (IUs) are used in two directions when building models: decomposition and
composition. Information units are used when dividing modeling objects or systems into elements.
IUs are used in the construction of models and objects. The first direction in technology can be
compared to disassembly. The second direction can be compared to assembly. There are different
groups of information units. From the standpoint of set theory, units are elements of sets. In the
field of linguistics, there are four groups of information units.

The first group includes symbols or structural information units x,eANL. The set of ANLs
corresponds to the natural language alphabet.

The second group includes words or semantic (Guo, et al.,, 2019; Tsvetkov, 2014c)
information units x;Lexe. The Lex set corresponds to the vocabulary of a given language. Words
have a semantic environment that explains the meaning of the word.

The third group includes sentences as collections of related words. Sentences are predicative
information units x. e(Lex, Rel). The set (Lex, Rel) corresponds to the vocabulary of a given
language and the set of valid relationships between words, including syntactics.

The fourth group includes related sentences or phrases. Phrases are phraseological
information units x; e(Lex, Rel, Con). A set (Lex, Rel, Con) corresponds to the vocabulary of a
given language, a set of valid relationships between words, a set of contextual expressions Con of a
given language. In natural language, Con is expressed by pronouns, i.e. noun substitutes. There are
relationships between units.

Xo€ X, Sint1 (1)

X;€ Xo, Sint2 (2)

Xo € X3, Sint3 (3)

In expression (1), Sint 1 is the syntax for forming words from symbols. In expression (2), Sint
2 is the syntax for forming sentences from words. In expression (3), Sint3 is the syntax for forming
phrases from sentences.

In the field of programming, the following groups of information units are distinguished.

Symbols or structural information units y, APL. The set of APLs corresponds to the alphabet
of a programming language.

Operators or semantic information units y 1 eLex1i. The set Lexi corresponds to the
vocabulary of the operators of a given language.

Operands or semantic information units y 2 Lex 2. The sete of Lex2 corresponds to the
vocabulary of the operands of a given language

Sentences or predicative information units y;e (Lex 1, Lex 2, Rel, Sint). The set (Lex 1, Lex2,
Rel, Sint) corresponds to the allowable stock of clauses, according to the permissible relations Rel
between and the valid syntax Sint.

In the field of system analysis, the following groups of information units are distinguished.

Elements of the system or structural information units zoe A Sys. The set ASys corresponds
to the alphabet of the elements of the system.

Sets of elements or composite information units z 1 eLex1. The set of Lex1 corresponds to the
vocabulary of the constituent elements of the system.

Process Elements or Process Information Units z,APSys. The set of APSys corresponds to
the alphabet of elementary processes in a given system

Blocks or predicative information units of the z; system e(ASys, APSys, Lex1, Rel, Sint).
The set corresponds to the allowable stock of elements and blocks, according to the valid Rel
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relations between the elements of the system and the valid Sint syntax for constructing the
structure of the system.

In the field of systems analysis, there are two qualitative types of information units:
structural and processual. In linguistics, there is only one type of elementary information unit.

In the field of information analysis or information field theory, the following groups of
information units are distinguished.

Elements of the information field or symbolic information units woeAF. The set of AFs
corresponds to the alphabet of the elements of the field.

Composite Information Units or Information Models w 1 Lex 1. The set of eLex 1 corresponds
to the vocabulary of the constituent elements of the field.

Process Elements or Process Information Units w. APr. eThe set APr corresponds to the
alphabet of the elementary processes of the field.

Blocks or enlarged information models w; (AF, APr, Lex1, Rel, Sint). The set corresponds to
the allowable stock of elements and blocks, according to the valid Rel relations between the
elements of the system and the valid Sint syntax of building the model.

On the basis of generalization, the following general groups of information units can be
distinguished.

Elements or symbolic information units iu,€ AU. The set of AUs corresponds to the alphabet
of symbolic information units or the alphabet of the formal language of description.

Compound Information Units or Information Words iu 1 Lex 1. € Lex1 corresponds to the
vocabulary of information words.

Process Elements or Process Information Units iu. APr. €The set APr corresponds to the
alphabet of elementary processes.

Blocks or enlarged information words iueg (AF, APr, Lex1, Rel, Sint). The set corresponds to
the allowable stock of elements and blocks , according to the valid Rel relations between the
elements of the system and the valid Sint syntax of building the model.

Construction of IE in the information field.

Information units in IF are created by dividing the original set or by composing simple IUs.
Division in the information field is performed from top to bottom, that is, from larger objects to
smaller ones. Start dividing using categories. Different mathematical methods are used for this.
The simplest method is to Method of separating hyperplane in parameter space. Then,
the similarity/difference grouping is used. This method is implemented through cluster analysis.
Within the cluster, division is performed using dichotomous analysis. Then the units are checked
for dependency and independence. For this purpose, correlative (Tsvetkov, 2012) analysis and
oppositional analysis (Luhar et al, 2014; Tsvetkov, 2014d) are used. The procedures for dividing
the information set use information models.

As a result of dividing the initial information set, sets of division elements (ed) are obtained,
which are checked for proportionality to information units and models.

Simple information units oiu are independent of and unrelated to other information units.

(oiuj=ed;i)A (oiuj=ed; )=0; i~ j (4)

Compound information units ciu are a linear combination of simple information units.

ciu=A1 oiu, + A2 oiu, + Ai oiu; (5)

IM blocks or models are a functional combination of simple and compound information
units.

IM=F1(oiw) + F2 (ciux) + F3 (oiuy, ciup ) (6)

Design in the information field.

There is a difference in fission and construction models. When dividing, models are built
according to the principle of "what exists". When constructing, models are built according to the
principle of "what should be". Design in the information field is carried out "from the bottom up",
that is, from small objects to larger ones. They start constructing using simple information units.
The construction of information models is carried out according to the required functional features
of the models. The use of information units entails the standardization of construction and the
standardization of information exchange. Information units as standardized objects are stored in
databases. It is necessary to note the specifics of information design in geoinformatics. This
specificity is manifested in the "big" and "small"
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In the "big" context, the specificity of geoinformatics lies in the integration of models and
technologies by geoinformatics. In geoinformatics, groups of information units are used that are
used in other sciences.

In the "small" context, the specificity of geoinformatics lies in the qualitative diversity of
information units. Geoinformatics uses geodata (Zuo, 2020), which contains three types of data:
place, time, and topic. Three types of data define three qualitative groups of information units.
Another specificity of geodata is related to the processing of video information. Data models in GIS
and geoinformatics have two forms of representation: visual and digital. Geoinformatics and GIS
allow the processing of information in digital and visual form. For the visual form of models,
universal information units are used: pixels, tiles, and patterns. For the "place" data group,
information units are used in the form of coordinates of points and intervals.

The detail of information units and their semantics make it possible to extract knowledge.
As a result of the use of information units and modeling, digital maps and digital models are
created.

3. Conclusion

Information units are universal elements of analysis in the study of the world around us. IUs
are the natural language equivalent of the alphabet. IUs are a means of describing objects, and this
description provides comparability. This description extends to objects and to the general picture
of the world. Information units are elements of many processes. IU is used for different purposes.
IU is used as a tool to ensure the connection of the categories "information", "information
resources”, "knowledge". Information units are used as elements of semiotics. Semiotic signs are
units of information. IUs are used as elements of application systems. IUs are used as elements of
decision-making processes and as elements of decision support processes. IUs are widely used in
education. In education, IUs act as didactic units. Despite the widespread use of information units,
they are not always called information units. This hinders the generalization of the experience of
their application and the development of the theory of information units. The study of information
units is promising for the further development of computer science and the construction of a
picture of the world. General conclusion: information units are elements of models and elements of
the information field. IUs contribute to the knowledge of the world around us and to build a picture
of the world.
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Abstract

The article offers a new type of analysis of complex heterogeneous situations. The article
introduces a new information model, called a granular information model. The model has two
categories of parameters. The first category of parameters defines the boundaries of the model and
defines the commonality. The second category of models describes the specific properties of the
model. On the basis of the information model, a new type of analysis is proposed — granular
information analysis. The difference between this analysis and the methods of granular
information processing is shown. For the granular information model, a set-theoretic description is
proposed. Granules are considered as homogeneous sets in a heterogeneous field. Granules have
homogeneous and heterogeneous parameters. When describing granules, there is an analogy with
the description of geodata. Homogeneous coordinates define the boundaries of the granules.
Granules are objects of real and parametric space. Inhomogeneous coordinates describe the quality
and relationships in granules. The article introduces the concept of contextual structure.
The contextual structure does not have a visual form of representation and can only be analyzed
with the help of computer technologies and construction rules. The new model expands the range
of solvable tasks of analysis and applied problems.

Keywords: modeling, analysis, information models, normative sets, granular model,
information field.

1. Introduction

Information granular analysis is a new direction in the theory of analysis and the theory of
information modeling. Granular computing is widely known (Yao et al., 2013; Bargiela, Pedrycz,
2022). Informational granular analysis is an analytical direction in analysis. Information granular
analysis (IGA) is based on combination with other types of analysis. Among these types of analysis,
the following should be distinguished: set-theoretic analysis, cluster analysis, qualitative analysis,
comparative analysis, system analysis, and spatial analysis. IGA methods are (Rogov, 2020):
composition, overlay, conceptual mixing (Savinykh, 2017), stratification, clustering, and others.
Granular analysis is not limited to a single method or algorithm. IGA should be seen as an
approach to finding patterns that exist in the real world. IGA is related to the information granular
model and methods for its construction. The Information Nullified Model (IGM) is a complex
model that is found in cluster analysis and is rarely found in set theory. The difference between
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IGM and other models can be shown using topologies. Most areal and cluster models can be
described by a planar graph. In general, a nulled model is not described by a planar graph, but is a
hypergraph in parameter space.

The aim of the IGA is to develop additional methods of analysis and reasoning methods. IGA
can be referred to as gentle methods of information analysis (Zhang et al., 2020). Information
analysis using granulation is closeto fuzzy calculations. Fuzzy information granulation and, in fact,
the basics of granular analysis were first proposed by JI. Zadeh. The theory of analysis is based on
fuzzy information granularity (TFIG) (Zadeh, 1979).

The basic idea of IGA is to isolate in space some homogeneous sets called granules. Granules
are combined and their influence in the information field or in the real field on ongoing processes
or on a situation is evaluated. In this way, IGA makes it possible to find cause-and-effect
relationships, explain complex situations or processes, and predict further developments.

2. Discussion and results

A granule as a local set.

To describe information granules, let's introduce the concept of local set (LS). A local set has
boundaries and two categories of elements: homogeneous P and inhomogeneous U (Figure 1).

Fig. 1. Granule as a Homogeneous Set

Homogeneous elements of the granule differ, but have the same quality, describe the same
indicator.The most striking example of homogeneous elements is coordinates. For example,
homogeneous elements can be three-dimensional coordinates p1 = X, p 2 =Y, p3 = Z, or distance
L. An example of a set of homogeneous elements would be a map or plan that has areal or line
features. Map granules are areal features. When describing granules, there is an analogy with the
description of geodata (Savinykh, Tsvetkov, 2014; Zuo, 2020). Homogeneous coordinates are
analogous to coordinates that describe space. Inhomogeneous e coordinates are analogous to
attributive coordinates.

In the information or geoinformation field, a granule is an information model. It can be
called an information granule. An information granule is an information model that can be
described as a local set.

The part of the granule that is defined by homogeneous coordinates is called homogeneous.
A homogeneous part of a granule can be a volumetric object, an area, or a linear feature.
For example, a section of railroad or a set of connected railways is an example of a linear granule.
For homogeneous elements, p 1 p N2 pn3 = &. Homogeneous variables provide a coordinating
basis or basis for analysis. They can be not coordinates, but any selected coordination parameters
against which heterogeneous parameters are analyzed. Homogeneous elements or variables create
a coordination system for heterogeneous elements.

Heterogeneous elements have different qualities. They can describe different metrics.
Heterogeneous elements can be compared to the "load" parameter in geostatistics (Diggle et al.,
1998; Emery, Maleki, 2019). For example, the density of rock in the volume of the soil, indicators of
pollution of the reservoir with various chemicals, the concentration of harmful substances in the
air, population density, transport provision of the region, the level of education in the For an
urbanarea, the U elements can be:

Transport accessibility u1;

Air pollution u2;

Development of the social sphere u3;

Noise level ug;

Soil contamination us;

Traffic intensity on the road network u6;

Degree of medical care uy;

28




European Journal of Technology and Design. 2023. 11(1)

Provision of educational institutions u8

Number of recreation areas u8;

The density of industrial enterprises is 9;

Problem areas in traffic u1o;

The presence of problem areas in the movement of pedestrians u11;

The presence of traffic junctions u12;

Availability of safe crossings u13;

Building density ui4;

Population density uis;

District status u16 and so on.

Heterogeneous elements or characteristics create a stratified system. There is ananalogy with
stratified information in GIS. Heterogeneous elements lie in different layers, but together they can
amplify the impact andcause a negative or positive effect. For them, you can enter an influence
function (IF) measure. The "influence function" is a complete analogue of the field function in the
theory of the information field (Kudge, 2017). Therefore, the theory of the information field can be
fully applied in information granular analysis.

Information granule.

An information granule is an information granular model (IGM). The IGM reflects a set of
related elements. The elements of a set can generally be independently related. IGM has
boundaries and two categories of elements: homogeneous and heterogeneous. Homogeneous
elements define boundaries. Heterogeneous elements define commonality. IGM is physical in
nature or parametric in nature. In the physical nature, an information granular model reflects a
physical object, such as a cloud in the sky or a physical container. In the parametric nature, the
granular information model reflects an object in parameter space, such as an information
container. The IGA is a situational model and describes the situation. The more parameters there
are in a situation, the more complex its visual representation and the more difficult it is for a
person to analyze it. Detailed granular analysis requires the use of additional functions that
describe the situation.

A distinctive feature of the granular model from other information models is its contextual
structure. The contextual structure has no visual or topological representation. It is based on
multiple parametric relationships. A physical granule can be an area object, a three-dimensional
object, and a linear complex object. An information granule always has content.

Logical constructions in IGA.

Building a granular model or a granular situation should be based on logic. Any cause-and-
effect relationship or logical chain is based on logical constructions. In the information field, logical
constructions are associated with information construction (Tang et al., 2019). In logical
constructions, it is necessary to distinguish between direct descriptions and contextual
descriptions. Granules that use context are called "contextual" granules. Granules that use a
straight, logical linear description are called "straight" granules. For straight granules, logical
constructions in the language of formal logic are possible. For contextual granules, logical
constructions are possible using argumentation, modal logic, natural language logic, and fuzzy set
theory. Methods of logical construction have led to the concept of "logical space" (Pinkal, 1989).

In order to combine granules and connect them into a system in logical constructions, it is
necessary to introduce the concept of "logical structure". In logic, the basic relation is the
equivalence relation. It allows you to transform one Boolean expression into another while
maintaining truth. In granular analysis, a broader and sometimes contextual relationship is used —
the "correspondence relationship".

Within the framework of the correspondence relationship, logical constructions are carried
out in granular analysis. A correspondence relationship allows you to move from logical formalism
to natural language logic. The logical construction can be thought of as a reduction. This is due to
the fact that functional and attributive aspects, as well as comparative characteristics, are excluded
in logical constructions. In granular analysis, multivalued logic is also applicable due to the fact
that heterogeneous variables have different qualities. The key to granular logic is the
"correspondence of meaning" between the initial conditions and the granular model.
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Granular information structure.

A granular information construct is a derivative of the model of an information construct.
A granular information construct is a type of information model built with the use of granules.

Figure 2 shows a granular information model. It can be considered as a structure due to the
fact that it has a general and conceptual appearance. Fig.2. have the following designations: R 1,
R 2, R 3, R4 — regions (granules), Granules G 1, common area G2 — comfort zone (dotted line).
Granule G3 is a zone of high contamination. Territorial zones X, Y.

R1 R2 R3 R4
T I S
/ X2 ™
G1 1 X3 | X4 |l x5 X6
\\\\ G3 Pollution ////

T . }one
I |
| |

G2 | Y1 Y3 Y5 Y6 |
| Y2 Y4 |
|
| |
| |
| |

Fig. 2. Information granular structure

For the model in Figure 2, the following relationships apply.
R1UR2UR3UR4=T (1)
In expression (1), T stands for the entire territory.
Giu Gz =T (2)
G3cGi1(3)
(X1, X2, X3, X4, X5, X6) cG1 (4)
(X1, X2, X3, X4) cG3 (5)
(Y1,Y2,Y3, Y4, Y5 Y6) cG2 (6)
(X1,X2,Y1,Y2) cR1(7)
(X3, X4,Y3, Y4) cR2(8)
(X5,Y5) <R3 (9)
(X6, Y6) R4 (10)

X1 X2 X3 X4 C

0

7

A
L

Fig. 3. Cross-section of granule G3 according to the characteristic "ambient air pollution" (C).
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Formulas (1-10) define the contextual structure of the granular model. In this example, you
can see the difference between a topological structure in the form of a graph and a contextual
structure in the form of relationships. The topological structure is observable by man and
perceptible by man. The contextual structure is immeasurable by a human being and is perceived
by a computer. The model in Figure 2 refers to the area of the information field. It is conceptual,
as it describes the situation in a simplified way. Figure 3 illustrates this.

Figure 3 shows the source of SP contamination. It is usually the pipe of an industrial plant.
The law of distribution of the concentration of a substance (C) is usually close to the logarithmic-
normal distribution (Figure 3). Expression (5) does not distinguish between zones (X1, X2, X3,
X4). Figure 3 and the calculation of the function C(L) show such a difference. This example shows
that the granular model does not provide comprehensive information about the situation. It allows
for visual analysis. A more detailed analysis requires the use of functions that describe the
situation. That is, the use of the field function of the information field.

Figure 3 shows that for this profile the place is a trend

C(X1) <C(X2) <C(X3) (11).

For granules C(X2) C(X4) there is a proportionality ratio

C(X2) ~C(X4) (12)

Expressions (11) and (12) are used in decision support, for example, in solving the problem of
placing a feature.

A granular information construct displays patterns and systems of relationships. A granular
structure is a model Relationship systems are part of a granular model that reflects the situation of
reality. A granular model is a situational model. Granular modeling can be thought of as an
information field process. The purpose of granular modeling is to build a related set of parameters
that describe a real situation. This combination allows for analysis and calculations.

3. Conclusion

The article introduces a new model, a granular information model. This model serves as the
basis for granular information analysis. Granular information analysis is used when it is necessary
to study complex heterogeneous models or sets. An example of granular analysis would be cluster
analysis. An example of a granular information model would be a cognitive map. An information
granule is a heterogeneous information model consisting of homogeneous models or clusters.
There is a weak connection between the parts of the information granule. Physically, granules have
a variable density. For example, clouds of smoke or the distribution of the concentration of harmful
substances in the atmosphere. A granule has boundaries (often blurring) at qualitatively
homogeneous coordinates and commonality at heterogeneous coordinates. On the example of
granules Dissipation in the information or physical field can be observed.

A cloud is an example of a granule. A cloud has physical (fuzzy) boundaries and chemical
composition (heterogeneous coordinates). A cloud is a three-dimensional physical granule in
physical space. The information model of the cloud is the information model of the anula. A land
plot is a physical areal two-dimensional granule. An information model of a land plot is an
information granule. A section of railway with a right-of-way is a linear granule. An information
model of a railway section is an information granule.

The information granule model is described using set theory and as an information model.
An information granule has homogeneous and heterogeneous parts. An information granule can
describe areal and linear objects. This increases its application in geoinformatics. In terms of
content, an information granule is an information situation.

Granular analysis uses a contextual description of the structure. Such a structure has no
visual form of representation. It excludes the possibility of human analysis of such a structure.
The contextual structure is understood only by the computer, and this is a disadvantage of the
granular approach. On the other hand, it is a method of analyzing complex structures.

A granular model is a situational model and describes a situation. The more parameters there
are in a situation, the more complex its visual representation is and the more difficult it is for a
person to analyze it. Detailed granular analysis requires the use of additional functions that
describe the situation. These additional functions are field functions of the information field. It
follows that information field theory is compatible with granular models. Information field theory
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helps to perform information granular analysis. The granular model makes it possible to describe
complex aggregates that include different qualities. The proposed methods of granular analysis
make it possible to analyze complex situations that cannot be analyzed by other methods.
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Abstract

The article examines the technology of logical construction as a new direction in the
construction of logical justifications and algorithms. An analysis of the logical construction
introduced by B. Russell and the evolution of this concept is given. The emergence of the concept of
"logic in natural language" is noted. The emergence of an evolutionary chain is highlighted: formal
logic; natural language logic; logic of ontologies; logic of thought. The connecting factor in this
chain is the theory of "correspondence of meaning." Consideration of the logical construct as an
agent-oriented model leads to the concepts of an evolutionary and self-developing algorithm. It is
noted that the concept of logic is related to logical construction and information construction.
Floridi's "conceptual logic." The article proposes a new model of logical construction applied to the
information field. A new term "logical information construction" has been introduced for it.
The area of existence of the new model is only the information field. The logical construct is
considered as a derivative model of the information construct model. The concept of "logical
construction" is defined. In the development of the concept of logical information construction,
the term and model "logical informational" construction have been introduced. The content of this
technology is revealed. The basis of logical information construction is the "correspondence of
meaning". This correspondence includes other types: informational correspondence, semantic
correspondence, ontological correspondence, topological correspondence, and others.
The introduced models expand the range of tasks of analysis and logical analysis.

Keywords: logic, construction, logical construction, logical constructions, computer science.

1. Introduction

Logical design is a new direction in information modeling, the construction of logical
schemes and algorithms. In name, logical construction is related to logic, but it is broader than
logical constructions. Logical construction uses different kinds of logics: spatial, algorithmic logic,
multivalued logic, modal logic, temporal logic. In terms of content, logical construction uses
information modeling. Logical design uses different types of information modeling and
information models. In the process of logical construction, it is necessary to apply analysis. Logical
construction uses different types of analysis: systemic, dichotomous, oppositional. Logical
construction is not a formal logical technology. It uses different kinds of argumentation. Logical
construction is closely related to information construction (Tang et al., 2019). In view of this,
by analogy with an information construct, it is expedient to introduce the concept of logical
construction. Logical construction is closely related to logical construction and defines the
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principles of logical construction. However, the term logical construction was introduced a long
time ago in philosophy, logic, and the attempt to write theories. In this paper, a new interpretation
of this concept is given. But for comparison, it is expedient to consider the existing concept of
logical construction.

2. Discussion and results

Logical constructions in line with B. Russell's approach

The term "logical construction" was used by Bertrand Russell to describe philosophical
theories. Since the 1920s, philosophers have debated the meaning of the concept of "logical
construction." One interpretation considered this concept as a method in analytic philosophy
(Linsky, 1996). Russell contextually defined the expressions of class entities as "incomplete
symbols" and the entities themselves as "logical fictions." Russell distinguished logical
constructions by explicit definition or contextual definition. Constructs that use contextual
definitions are called "incomplete symbols," and constructs like class theory are called "fictions."
Russell introduced the concept of "definite descriptions”, with which he designated logical
constructions, which he describes as "incomplete symbols". The definition of definite descriptions
and indefinite descriptions was an example of the philosophical distinction between superficial
grammatical form and logical form. In attempting to construct logical constructions, Russell
investigated the logic of relations (Russell, 1901a; Russell, 1901b) and the logic of the philosophy of
logical atomism. (Russell, 2009)

Russell's writings and ideas laid the foundations for logical construction (Sainsbury, 1980;
Stebbing, 1931). These studies have led to the concept of "logical space" (Pinkal, 1989).
The development of Russell's ideas led to an analysis of the concepts of "logical structure" and
logical comparison (Pinkal, 1989). The concept of "natural language law" has emerged. On the one
hand, it can be transformed into a logical formalism, if necessary. These are interrelated on two
levels. On the other hand, it is based on semantics and semantic correspondence. The second side
can be defined as content logic or correspondence logic. This enables advanced logical analysis in
natural language. This makes it possible to construct logical constructions in natural language. This
makes it possible to do information modeling in natural language. In this case, it is possible to use
information modeling in natural language. In this case, it is important to note that this is not the
case. Despite a large number of works, B. Russell has not given a clear definition of the concept of
"logical construction” (Linsky, 1996).

The development of the idea of studying the relations of logical analysis and logical
constructions (Linsky, 2007) led to the method of replacing all incomplete symbols in sentences
with the names of possible objects of cognition. The logical construction was interpreted as part of
an epistemologically motivated reduction. Consideration of logical construct as an agent-based
model (Sierra-Santibanez, 2014), which studies emergence and evolution, leads to the concepts of
an evolutionary and self-evolving algorithm. Further development of informal logic led to the
concepts of "ontology logic" and "contingentism" (Stalnaker, 2022).

Multivalued logic and multivalued logical constructions can be noted (Miller et al., 2022).
In this way, formal logic evolved into the logic of language, into the logic of ontologies, and then into
the logic of thought (Gamut, 2020). The most important in this chain is the conclusion about the
need for a theory of "correspondence of meaning." This is reflected in the construction of logical
structures. Related to logical construction and informational construction is the concept of
L. Floridi's "conceptual logic." According to his view (Floridi, 2019), that "conceptual logic focuses on
formal features that do not depend on specific realizations or idiosyncratic contingencies, on types
rather than lexemes, on invariants and their relationships, and on transitions between states that can
be generalized». However, there is a common drawback in all the considered approaches: the failure
to consider the information field and information methods in the construction of logical structures.

Logical informational construct.

In the field of the information field, a logical construction is a derivative of the model of an
information structure. An information construct in the information field is defined as a conceptual
model that purposefully reflects the phenomenon of reality (system, object, process, regularity)
with the help of a system of interrelated, informatively defined parameters

By analogy, a "logical construct" in the information field is defined as a conceptual
information model that reflects the phenomenon of explicit/implicit regularity or sequence, as well
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as a system of relations or connections using a system of interrelated, informationally determined
logical operators and variables. The informational aspect in the description of this model gives
grounds to call such a model a "logical information construction".

It should be noted that this model belongs to the field of the information field, it is expressed
with the help of an information model. If the informational construct reflects the phenomenon of
reality, then the logical construct reflects the patterns and systems of relations. Systems of relations
are part of an informational construct that purposefully reflects the object of reality. There's a
reflection aspect to that. A logical construct singles out a part of the information structure that
characterizes connections, sequences, and a system of relations.

Logical construction is systematic, since it uses systems of interrelated parameters for its
construction. In the information field, such systems are called systems of information units
(Ozhereleva, 2014).

An information construct displays concepts and conceptual parameters. A logical construct
highlights and displays sequences and patterns. That is, it has more abstraction compared to the
information construct. The qualitative difference between the logical construct in the information
field and the previously existing logical constructs is its representation in the information model.
Such a model includes information-defined parameters. In the field of the information field, a
logical construction is a logical description of a pattern or structure in the form of an information-
logical model.

Logical information construction.

By analogy with information modeling, the concept of logical construction can be introduced.
Logical construction allows for argumentation and cognitive logic. Based on the definition of logical
information construction, logical information construction should be considered as a process of
forming patterns and sequences, including algorithms.

At the same time, it is possible to use the concepts that are accepted in the process of
studying logical construction: "logic in natural language", "correspondences of meaning",
"conceptual logic", "logical space", logical comparison, logic of content, logic of correspondence,
"logic of ontologies". You can use these concepts to organize your design. These concepts can be
used to construct logical constructions in a broad sense, not just as expressions of formal logic.

Logical construction is a model Logical information construction is a process in the
information field. A close analogue of logical information construction is information modeling.
The purpose of logical information construction is to model or construct a logical sequence in a
broad sense.

Logical information construction uses an extended interpretation of the concept of algorithm.
Algorithms are used not only for calculations, but also for other purposes, such as describing
patterns of behavior or reasoning. An algorithm in a broad sense can be thought of as a logical
construct. Logical construction is the process of constructing sequences that includes logical
reasoning. Logical information construction is an object of modeling and formation. The formed
logical information construction is a procedural entity that forms a result from the initial data.

Logical information construction is used to construct a result in the form of a sequence of
"logicians natural language", "conceptual logic," correspondence logic, "ontology logic."

The main thing in logical construction is the "correspondence of meaning" between the initial
data and the result of the construction. As auxiliary factors, logical information construction uses
"logical space", logical comparison, and cognitive logic.

"Correspondence of meaning" includes informational correspondence, semantic
correspondence, ontological correspondence. In solving some problems, topological
correspondence (mapping), morphological correspondence (spatial modeling) and categorical
correspondence are additionally used.

This extended interpretation of the concepts of logical construction makes it possible to solve
problems that cannot be solved or described by the methods of formal logic. For example, a well-
known model of a cognitive map falls into the definition of a logical construct.

3. Conclusion

In this paper, logical information construction is considered not as an object of philosophy,
but as a model of the information and cognitive field. A new interpretation of the term logical
constructions in relation to information constructions and the information field is given. The new
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concept of logical construction, as a model, covers a large number of objects and helps to compare
and systematize them. The new concept of logical construction allows you to create a description of
patterns and sequences that have different qualities and categories. The proposed models of logical
construction and logical construction make it possible to expand logical analysis in the field of
information field and information technologies.

The proposed models of logical construction and logical construction make it possible to
apply logical analysis to objects described by different logics: cognitive, conceptual, and
multivalued.
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Abstract

The article explores the features of the application of information modeling in real estate
management. The variety of application of information modeling is shown. The possibility and
peculiarity of the application of building information modeling (Building information modeling)
for real estate management is noted. The new concept of "digital assets" of real estate is analyzed.
The content of digital real estate assets is disclosed. The features of digital asset management are
described. The connection of digital assets with information modeling is shown. Information
modeling is the basis for the formation of digital assets. The connection between corporate real
estate management and information modeling is described. The importance of using information
units for real estate management is analyzed. There is highlighted a special information that is used
for real estate management. An analysis of the trend of transition from facility management to
corporate management is given. The advantages of corporate governance and some disadvantages
of its use in management practice are shown. It has been proven that real estate management
strategies should be based on information modeling. It is proved that corporate real estate
management should use information situations and situational information modeling. The article
gives an analysis of the application of spatial information modeling in real estate management.
Most features are areal or three-dimensional. Because of this, the use of spatial information models
is an indispensable component in real estate management. There is emphasized the need for a
systematic approach to real estate management.

Keywords: management, real estate management, mathematical cybernetics, information
modeling, geoinformatics, digital assets, spatial modeling.

1. BBenenue

HNHbopMaIioHHOe MO/IETUPOBAHHUE IPUMEHSETCS He TOJIbKO B 00J1acT HHGOPMATUKH, HO U
BO MHOTMX HAy4YHBIX HaIlpaBJe€HHAX. Ero NMpUMEHSIIOT NMPU MOJIEJIMPOBAHUM BO3HUKHOBEHUS
koppyniuu (JTomaryk, 2015). Ero mpumeHsAnT npu (GOPMUPOBAHUM JIECOTIAPKOBBIX 3€JIEHBIX
nosicoB (BesokoHeB, 2020). MHpOpMaIMOHHOE MOJEIMPOBAaHUE MPUMEHSIOT B 3KOJIOTHYECKHX
uccsnenoBanuax Janamadta (lemko, I[BeTkoB, 2020). HMHdopMarMoHHOE MOJETNPOBAHUE
HCIIOJIb3YIOT IIPU  YIIpaBJeHUM OAaHKOBCKOU JieATesNbHOCThIO (AsekcanipoB, 2015). Ilpu
conposiornyeckux  uccaenaopanusax — (I[BerkoB, 2013a) TakKe  IIHMPOKO  IPHUMEHSIOT
nHGOPMAI[HOHHOE MOJeJIUpOBaHue. B KauecTBe COBPEMEHHON TEHAEHIIUH YIIPaBJICHUA
HEJIBXKIMOCTBIO CJIEJlyeT OTMETUTh IpHMeHeHHe HH(GOPMAIOHHOIO MOEJTHPOBAHMA 3AaHUM
(Building information modeling — BIM) (Azhar, 2011). ITosiBienne BIM MNOBIUAIO MeXaHU3M
ynpaBiieHuss HeABmwKUMOCThIO (Bolshakov et al., 2020). Moxmenmn BIM, BcTpoeHHBIE B
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MIPOMBIIIJIEHHbIE 3/aHUA, SBJISIOTCS Ba)KHOH dYacThio HUGPOBOM TpaHchoOpManuu OOIIEeCTBa.
[Tpumenenue texHosoruun BIM B ympaBjieHWH HEABUIKUMOCTBIO SIBJISIETCS 4YacThbio I[U(POBOI
TpaHcdopManuu obIecTBa U TEXHOJIOTUH yipasieHus. [IpuMenenue TexHosioruu BIM cBsa3aHo ¢
nosiesienreM UWuayctpuu 4.0 (Ghobakhloo, 2020). Ocob6ennocts BIM B TOM, YTO OHO J1ajio
BO3MOKHOCTh BJIQJI€IbI[aM HEJABMKUMOCTH BJIaJIETh MaTePUAJIBHBIMH M JIOMOJIHUTEIHHO
11 POBBIMHU aKTHBaMU. MeXXIUCITUIUIMHAPHOE B3aUMO/IECTBHE OCHOBAHO HAa MH(MOPMAIIOHHOM
MOJIeJIUpOBaHue. B cuily 5TOro ero paccMaTpUBaOT KaK YHUBEPCATbHBIN METO/T IIepeHoca 3HAaHUH
(MaxkcynoBa, lIBeTkoB, 2001).

2. O6cyxkaeHue U pe3yIbTaThl

IIugposbie akTUBBI KaKk popma mu@dPpoBhIx HHGPOPMAIMOHHBIX Moaesei. O HON
U3 OCOOEHHOCTEH COBPEMEHHOTO VIIPaBJIEHUs HEABUKUMOCTBIO SIBJISIETCS HCIIOJIb30BAaHHE
nudposbix akTuBOB (Bolshakov et al., 2021). B pgaHHOM wuccIeqOBaHHUM PacCMaTPHUBAETCA
ompeziesieHe IUMPOBOTO aKTHMBAa M PACCMATPUBAIOTCA €ro CBOMCTBA B CHCTEME YIIPaBJIEHUSA
HEJIBUKUMOCTBIO, CIIOCOOCTBYIOIIE CHUIKEHUI0 TPaH3aKIHOHHBIX wuszep:kek. [ludpoBsiM
aKTUBOM Ha3bIBAIOT IUPPOBYI0 POpMY peasibHOCTH U B IIEPBYIO Oouepenb (PU3NUECKUX aKTUBOB,
KOTOpBbIE MMEIOT IIPaBO Ha ucIoab3oBaHue. [ludpoBsie jaHHbIe 6€3 3TOro MpaBa He SBJISIOTCS
aktuBamMu. [ludpoBble aKTUBBI OOBIYHO HAXOAATCA B OOpAIlEeHUM U XPaHATCS Ha IUPPOBBIX
ycrpoiictBax. B pabore H. BospmrakoBa (Bolshakov et al., 2021) mpezictaBieHsl mpoMesKyTOUHBIE
UTOTH Pa3pabOTKU CepBHCA MO YIPaBJIeHUI0 HuGPOBBIMH akTHBaMu. Ha NpakThke NOKa3aH
cocob y4yeTta W HCIOJIb30BAHUA JAaHHBIX 00 O0BEKTe C TPUMEHEHHEM TEeXHOJIOTUU
WHOOPMAIMOHHOTO  MOAeaupoBaHuA. IIpuBeleHa CTPyKTypa KoJla C TOYKU 3pEeHUs
nmporpaMMupoBaHusa. IIpejjiaraemMblii MeTO/ HANpaBJeH HAa PETrUCTPAlMI0 JAHHBIX Ha
MPOTSKEHUH BCETO KU3HEHHOTO ITUKJIA OOBbEKTa KAlUTATBHOTO CTPOUTENIBCTBA C AKIIEHTOM Ha
CTaJIUIO0 HKCIUIyaTallul U PEMOHTA, KaK Ha CTaJUI0 JKU3HEHHOTO ITUKJIa, HANUMEeHee MO[BEPIKEHHYIO
BHEJIPEHUIO TEXHOJIOTUH MHMOPMAIIMOHHOTO MO/IETUPOBAHUSA

Yupasiienune nudpossivMu aktuBamu (Currall, Moss, 2010) npeicTaBisieT cCaMOCTOATETHHOE
HampaBJieHue. YIIpaBieHHe MU(PPOBIMU aKTUBAMH B JIIOOOM KOHTEKCTE He SIBJISIETCS] HU ITPOCTBIM,
HU NPAMOJIMHENHBIM U TpeOyeT YPOBHA MHBECTUIIMN, HE3HAKOMOT'O CIIeIMaINCTaM B aHAJIOIOBOU
cpene. B pabore (Currall, Moss, 2010) oObsicHS€TCS, YTO IPH PEIIEHHN STOH 3aJadyd Kak
CIEIUATUCTHI B 00J1aCTH yIpaByieHus QU3NYECKMMU aKTHBAMU, TaK U MPodeccHoHaIbl B 06J1acTH
nHGOPMAIIUU HE JIOJKHBI OMMPATHCSA HA CBOUM IPEABIIYIINN ONBIT YIIPABJIEHU KOJUJIEKIIUSIMH B
aHajsoroBoil ¢popme. HeobxommiMo 3HaTh, YTO IU(PPOBBIE TEXHOJIOTUHM HE IPEJICTABJISIOT cOOOM
CMeHy aHaJ10ToBo# ¢opMbI Ha ¢ poByio. ABTops! (Currall, Moss, 2010) mog4epKUBAIOT Ba’KHOCTD
OT/INYUSA OIEHKH U oTOopa B IU(GPOBOM TMPOCTPAHCTBE OT AaHAIOrOBOM ¢opmbl. OHU
IIPEZIOCTEPETalOT OT MPEJIIIOIaraeéMon MIPUBJIEKATETFHOCTH TOTO, YTO MPU TaKOH TpaHCchOpMaIu
MMeeT MECTO COXPAaHEHWU KOHTEHTa. AHAJIOTOBBI KOHTEHT MOXKET UMETh pa3Hble NH(PPOBbHIE
dopmbl U pasHyio MoaudUKANUIO cofep:kaHuA. IlokazaHo paszyuuue MeXAy <«POXKIAEHHBIMU
11 POBBIMU» U OIM(PPOBAHHBIMH 00beKTaMU. XOTs BCe IUPPOBbIE OO'BEKTHI MOTYT OBITH CBE/IEHBI
K OUTOBOMY IIaTTEPHY, KAXKABIHA BHJ, OOBEKTOB MMEET Pa3HbIe OHTOJOTHYECKHE XapaKTEePHUCTUKH,
KOTOpBble, KaK U B AHAJIOTOBOM BapHaHTe, TPeOYIOT Pa3HBIX IOAXOJIOB K WX YIIPABJIEHUIO U
XpaHeHUI0. YrpasiieHue IubpOBBIMU aKTUBAMU, KaK U JIIOOBIM JIPYTUM aKTHBOM, JOJIKHO OBITh
HEOThEeMJIEMOU YaCThIO CTPATETUUECKUX IeJiell yUpexKAeH!Us WIN YIIPaBIeH!s HeIBUKUMOCTBIO C
COOTBETCTBYIOIIIMM pacIpe/ieIeHUeM PecypCcoB, MOJJEPKUBAEMBIM UYeTKO c(POpMyIUpPOBAHHBIM
SKOHOMHUYECKUM O00OCHOBaHUWEM. B To ke Bpems ¢dopma IUGPOBHIX AKTHBOB POXKAAETCA W3
MHQOPMAITMOHHBIX MOieJiel TpaHC(POPMUPOBAHHBIX B IU(PPOBYIO hopMy.

KopnopaTrusHoe ynipaBjieHHe 1 HHPOPMAIIMOHHOE MOJEJTUPOBAHIE

Eme oaHOW 0COOEHHOCTBIO YIIpABJIEHUs HEABIKUMOCTBIO SBJISAETCS CIIelHaIbHAs
nHGOpPMAIIUs, UCIOJIb3yeMas B YIIPABJIEHUH TOCy/IapCTBEHHON HeABMKUMOCTBIO (Gross, Tuyet).
B Hacrosimee Bpemsi mHQOpMalus BaKHA BO BceX cdepax KU3HHU, B TOM 4YuCIe U B cdepe
yIOpaBJeHUus  TOCYAAPCTBEHHOU  HEJBHKHUMOCTBIO. Mup  craHoBUTCH  Bce  Ooisiee
VI00AJIM3UPOBAHHBIM U HUCIIOJB3YIOTCA HOBBIE TEXHOJIOTUU U cucTeMbl. OO0IecTBO TpebyeT UMeTh
JIOCTyII K TaKUM CHCTeMaM, KOTOpbIEe eIlle HEeCKOJIbKO JIeT Hasaja ObUIM JOCTYIHBI TOJIBKO
ynHOBHUKAM. OTciofa BbITeKaeT HEOOXOAMMOCTh CBOOOZHOTO JlocTynma K HHQpOpMaIUu.
CrnernuasipHas UHQOPMAIIUIO O HEJIBIKUMOCTU MMeeT OOJIbIII0e 3HAUeHUE B IIPOIeCcaxX MPUHATHA
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pelleHUH 10 YIIPaBJIeHUIO TOCYAaPCTBEHHON HEIBMKUMOCTBIO. be3 KauecTBeHHOU U JIOCTOBEPHOU
“HOOpPMAIUU HEeT XOPOIIUX pellleHu .

BaskHOW 0COOEHHOCTH YIpaBJIEHUS HEABUKHUMOCTBIO SBJIAETCA TEHJEHIUSA Iepexofia K
KOPIIOPATUBHOMY YIIDaBJIEHUIO HEIBMKUMOCTBIO corporate real estate (CRE) mau corporate real
estate management (CREM). IlepBbIii NpUHITUII KOPIIOPATHUBHOTO YIIPaBJIEHUS HEJBIKHIMOCTD
ectb cucreMHbI (IIBeTkoB, 2018). OH TpebyeT NOCTPOEHUS MOJEIU YIPABIEHUSA U
yIpaBJIEHUECKUX OTHOIIEHWN Ha OCHOBE CHCTEMHOTO IMOAX0/la U (OPMUDPOBAHUE MOJEHN
yIpaBJIeHUs HEJIBUKUMOCTBIO B BU/JIE I[€JIOCTHOU CUCTEMBI.

CucrteMHBIH TOAXOMA K pelleHusAM B obsiact koprnopaTuBHOU HeaBmwkumoctu (CRE)
MIOBBIIIAET [IEHHOCTh KOMIIAaHUH. PerieHre o COOCTBEHHOCTH WJIN apeH/ie HEABIKUMOCTH SABJIAETCSA
Ba)KHOM YacThIO CTPATErMH OPTaHU3AIMH UK Kopmoparuu. ABTopbl pabotsl (Krumm et al., 1998)
OIpesesAIT 3aKOHOMEpHOCTH B (akTopax IPUHATHA pelIeHWU /i pa3HbIX OTpacjei.
BrisiBsieHHBIE 3aKOHOMeEPHOCTH JanyT nmoHuManue ynpapieHus CRE xommanuii (CREM). lana
OlleHKa KOPIIOPAaTUBHBIX CTpaTeruil ymIpaBjieHUs HEeJABIKMMOCTBIO U UX BJIUAHUE Ha
KOpIIOpaTUBHOE pa3BUTHE B roposie Kammnasna. Vcnosab30BaH JieZlyKTUBHBIN IO/IXOJ], 32 KOTOPHIM
IIOCJIEZIOBAJIO SMITUPHYECKOE HCCJIEJIOBAHUE, B XO/Ie KOTOPOTO OBLIN IOJIyYeHbl KaYeCTBEHHBIE U
KOJINYECTBEHHbIE JIAHHBIE, HA OCHOBE KOTOPBIX OBLIM CZeJaHbl BBIBOJBI. Pasyjnuus B TOM, Kak
kommanuu ynpasifioT cBouM CRE, Benuku. HekoTopple KOMIIAHUM HUMEIOT pPabOTAIOIILyIO
crpateruto CREM, apyrue pa3pabaThIBaT €€, a Y TPETHUX €€ HET. B 11eJIoM KOMIaHUU CKJIOHHBI
cuutath CREM 0oJiee Ba)KHBIM CETO/HSI, YeM pPaHbINE. BbLIO BBHIABIEHO HECKOJIBKO (haKTOPOB,
BJIMAIONINX Ha pemieHue o coocrBeHHOCTH Wiu apeHzse CRE. OnHu kaxkytes cnernuUIHBIMU I
KOMITIaHUH, a HEe JIJIsI OTPaC/IH.

CnenosarenbpHO, cTpaTernii CREM MoryT ObITh IPUBA3aHBI K KOHKPETHON KOMIIAHWH, a HE K
KOHKPETHOU OTpacyiu. HecMOTpsi Ha OTCYTCTBHE AOCTATOYHBIX 3HAHUH M OCBEJOMJIEHHOCTU O
npeumyltectBax crpateruii CREM 19 KOprnopaTuBHBIX KoMIlaHul, BaxkHOCcTs CREM, BeposATHO,
BO3pacTeT B OyAylleM H3-3a YCHWIEHUs PHIHOYHOM KOHKYPEHIIMU U IJI00an3anuu. JTO CAeIaer
HeoOxouMbIM Hctionb3oBaHue CRE B KauecTBe cTpaTernueckoro pecypca.

Bmwiote /10 1980-X KOpPHOpPAaTUBHOE KOHKYPEHTHOE IIPEUMYIIECTBO OBLJIO B OCHOBHOM
COCPEJIOTOYEHO HA aJIallTalliy KOPIOpanuy K (M3MeHsIoIIelcs) cpezie. B mociaennme recaTuieTus
KOpIIOpallK CTAJIM JIydllle OCO3HaBaTh CBOM PECYpPChl U BO3MOXKHOCTH, a TaKKe IPeuMyIlecTBa
yIpaBJIEeHUECKOTO BHUMAHUA K YIOPaBJIeHUI0 KOPHOPATUBHBIMU akTuBaMu. Ilepexon oOT
[IACCUBHOTO, PEAKTUBHOTO OTHOIIEHHSA K ITPOAKTHBHOW OPTaHU3AINM{, OPHUEHTHPOBAHHON HAa
OKa3aHWe YCJIyT, OKa3bIBaeTcs TPyAHOHW 3amaueii. B pabGorax A.L. Lindholm, K.I. Leviinen
(Lindholm, Levainen, 2006) aHaIM3UpyeTCA MEPEXOJA M OMHUCHIBAIOTCS YCUJIUS IO BBISBJIEHUIO
MIPOAYKTOB M YCJIYT, CIOCOOCTBYIOIIUX A00aBJIEHHONW CTOMMOCTH KOPIIOPAaTHBHOTO YIIPABJIEHUS
HEZIBIXKUMOCTBIO B YHCTYIO IPUOBLIH KOPIIOPAIIHH.

Crparerun, ocHOBaHHAasi Ha WH(GOPMAIMOHHOM YTIPABJIEHUHU W MOJIEJIIPOBAaHUH, B cdepe
HEeJIBU’KUMOCTU MOTYT IIOBBICUTH II€HHOCTh OCHOBHOTO OW3Heca, IPeJIOCTaBUB YIIPABJIAIONIAM
KOPIIOPATUBHOM HEJIBUKUMOCTBIO UHCTPYMEHT, WIIOCTPUPYIOIINN PYKOBOJIUTEISAM KOPIOpAIUi,
KaK HeJIBIXKUMOCTh YBEJTMIUBAET CTOUMOCTH (PUpM.

B pa6orax A.L. Lindholm, K.I. Leviinen (Lindholm, Levdinen, 2006) moka3aHo, 4ToO MHOTHE
¢upMBI HE OCO3HAIOT, KAK HEIBMKUMOCTb YBEJIUYUBAET CTOUMOCTh Ou3Heca. XOTH Y HUX MOXKET
OBITH KOPIIOPATUBHAsA cTpaTerus B cepe HEABMIKUMOCTH, 5Ta CTPATETUs YaCTO He COIJIacyeTcs C
obmiet busHec-crparerueil. Kpome toro, nokazartesu 3¢p@eKTUBHOCTH, UCIIOIb3yeMble MHOTUMU
KOMIIAHUSAMU, COCPEIOTOUEHbI UCKIIOUUTEIHPHO Ha 3aTparax, a He Ha JI0OABJIEHHON CTOMMOCTH.
Jlna ycrpaneHusi storo Hemocratka aBTopbl (Lindholm, Levidinen, 2006) mpezajaraioT CBOIO
CUCTEMY OIIpeZIeJIEHUsI U U3MEPEHUs T00aBJIEHHON CTOMMOCTH KOPIIOPATUBHON HEIBUKHMOCTH.
Cucrema ucnosrb3yeT HHQOPMaIMOHHBIE MOJIETTA U MOJIETIPOBAHHUE.

OCHOBHOHM aJIbTEPHATHBON KOPIIOPATUBHOTO YIPABJIEHUS HEIBUKUMOCTBIO SIBJISIETCS
yIpaBJIeHHE OT/IeJIbHBIMU O0'beKTaMU HEJIBHKUMOCTU. BoJiee UeTKo 3TO pa3inurie 3aK/II09aeTcs B
Teopun ynpasieHus obbekramu (facilities management — FM) u KOpopaTUBHOM yIpaBJIEHUH
(corporate real estate management CREM).

O6muM a1 060UX HAIpaBJIEHUU SBJISETCSA HCIOJIb30BaHHE CHENHATHPHON MHGOPMAU U
MHOPMAIMOHHOTO MOJIEJINPOBAHUA, HO CYyIIECTBEHHO Pa3HON crelleHH. /[y ymnpaBiieHUA
00bEeKTaMH HCHOJIB3YIOTCSA WHGOPMAIIMOHHBIE MOJEIU OOBEKTOB, KOTOpPbIE SABJISIOTCSA
OTHOCUTEJIBHO IPOCTBIMU. [[11 KOPIIOPATUBHOTO YIIPABJIEHUS HUCIOJIB3YIOTCS MH(MOPMAIMOHHBIE
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MOJIEJTU CHUCTEM OOBEKTOB, MOeau WHMOpMaUOHHBIX cuTyanuii (I[BeTkoB, 2016), Mojeu
JUHAMUKH CHUTyallud U JUHAMUKA B CHTyallusAX. OTH pa3jiuduus MOXKHO Ha3BaTh
UHPOPMAITUOHHBIMU.

B skonomuueckom 1iane FM, u CREM HamesieHbI Ha IOJIEP’KKY OCHOBHBIX OH3HEC-
MPOIIECCOB IIyTEM COIJIACOBaHMUsA (DUBUUECKUX PECYPCOB OpPraHU3anuid ¢ OpraHU3aIMOHHBIMU
CTpaTerusiMu, 4TOOBI CIIOCOOCTBOBATH MOBBIIIEHHIO 3 HEKTUBHOCTA OPTAHU3AIIUH U TTOBBIIIIEHHIO
ee 1eHHoCcTU. D deKTUBHAA U IeHCTBEHHAS MO//IEPKKa OCHOBHOM JIEATEILHOCTU U OM3HeC-TIeIel
SIBJISIETCSI KJTIOUEBBIM BOIIPOCOM. Paszyimuus yguThIBalOT GoKyc Ha o0bekTax u ycayrax (FM) mo
cpaBHeHHI0 ¢ moptdensavu 3paHui u HeaBmxumocTu (CREM), a Takke 0osiee KOpPOTKHUE
BpEMEHHbIE PaMKH U BBICOKYI0 THOKOCTh 00bekToB (FM) 110 CpaBHEHHIO C JIJIUTEIbHBIM
JKU3HEHHBIM ITUKJIOM W JOBOJIbHO cratmdHbiMU 37aHussMu (CREM). HecmoTps Ha pasiudmus,
oxkupaercsa (Lindholm, Levdinen, 2006), uro B Oyaymem o0e AUCIUILUIMHBI OyayT OoJiee
UHTErPUPOBAaHbl HAa OCHOBE WH(POPMAIMOHHOTO MOJETUPOBAHUA U YHUDUIMPOBAHHBIX
uHpOPMAITUOHHBIX Mozened. TakuMu YHUDUIIMPOBAHHBIMU MOJEIAMHU B HACTOSIEE BpeMs
ABNAIOTCA WHGOPMAIIMOHHBIE €IMHUIBI, KOTOpble B cdepe HEABHKUMOCTH IOKA HCIOJIB3YIOT
c1abo. EcTh ocHOBaHME BBECTU TEPMUH «HH(POPMAaIMOHHbIE €IMHUIIBI HEJIBUKUMOCTU» /11 OoJiee
93¢ GEeKTUBHOTO MPUMeHEeHN HHGOPMAIIMOHHBIX TEXHOJIOTUH B chepe HEBUKUMOCTH.

IIpocTrpancTBeHHOe UWH(POPMAIIOHHOE MOJEJUPOBaHNE TIIPU YIOpaBJIe€eHUU
HEABHU:KNMOCTBIO.

OOBEKThI HEABUIKUMOCTH IIPEACTABJIAIOT COOOU IPOCTPAHCTBEHHBIE apeayibHble WJIN
o0beMHBIE OOBEKTH. JIJIT MOJENMPOBAHUSA TaKUX OOBEKTOB IIPUMEHSIOT  METOZbI
reonHGOpPMaTUKH U TreowHOpManuOHHOe MojenupoBanue (L[BeTkoB, 1999). BakHBIM
MPUHITATIOM TeOMH(GOPMAIIMOHHOTO MOJIEJTUPOBAHUS U YIIPABJIE€HUs HEIBUKHUMOCTBIO SBJISIETCS
MPUHITAN SKBU(DUHAIBHOCTH, KOTOPBIH B3aKJIIOUAEeTCd B HEOOXOAUMOCTH WAEHTU(DUIIMPOBATH
pa3JINYHbIE 2JIEMEHTHI HEABHIKUMOCTU. DKBU(PUHAIBHOCTh B OOJIBIIIOM IMPUBOAUT K ITOCTPOEHHIO
UHPOPMAITMOHHON MOJAENIN O0BEeKTa HEABMKUMOCTH U K OIHCAHUIO €€ COCTOSIHHs, KOTOPhIM
BIIOCJIEZICTBUM MO3KHO YIIPABJIATH. 1[€710CTHOCTh 00hEKTAa HEIBUKUMOCTH JIa€T OCHOBAaHUE CTPOUTH
ero MoJIeJib KaK I[eJIOCTHYIO CUCTeMYy. JKBHU(PHUHAIBHOCTh B MaJIOM MPHUBOJUT K HCIIOJIb30BAaHUIO
reosilanHbix (Po3eHOepr, 2020) W IIOCTPOEHHIO HA HMX OCHOBe HWH(MOPMAITUOHHBIX €IUHHUI]
(bonbakoB, 2014; IIBeTkOB, 2014a). Eciii 00bEKT HEABMIKUMOCTH pacCMaTPUBATh KaK CHCTEMY,
TO MHOPMAIMOHHbBIE €JIUNHUITBI ABJISAIOTCA SJIEMEHTaMU TaKOW CHCTEMBI.

BaxkxHbIM (paKTOPOM, BJIHSIONINM HAa CTOMMOCTH 00hEKTa HEABUKUMOCTH, OTMEUEHHBIM €Il
B 1828 rogy MoranHoMm ¢oH TiOHHEHBIM, ABJIAIOTCA MPOCTPAHCTBEHHBbIE OTHOIIEHUS, KOTOpHIE
Yarie BCEro CBSA3aHBI C PACCTOSTHHEM M PAacCIOJIOKEHHEM OTHOCHUTEJFHO HEKOTO IIeHTpa.
Hampumep, mist MOCKBBI XapakKTepHO BO3pacTaHHE CTOMMOCTH HEABMIKHMOCTH II0 Mepe
NpUOIMKEHUsT K IIEHTPY TopojJa M TMajJeHHe CTOMMOCTH II0 Mepe yAaJeHus OT Hero.
CnenoBaresibHO, HEOOXOAWMO YYHUTHIBATh IIPOCTpPaHCTBeHHBIe oOTHOIIeHusA (I[BeTkoB, 2013b;
BaxapeBa, 2018) mpu OIleHKe CTOMMOCTH HEABMKUMOCTH U IIPU YIIPABJIEHUH €10, HalIPUMepP MPH
pellleHun 3a1a4 pa3MeIeHus.

YropaBieHue HEIBMKUMOCTBbIO, 0OCOOEHHO B TOpPOJIaX, XapaKTEPU3YeTCsl W3MEHUYHUBOCTHIO
CUTyaIli, B KOTOPBIX HEOOXOAUMO TPOBOAUTH NHGOPMAITMOHHOE MOIEJINPOBAHUE U YIIPABJIEHHUE.
MO/JIEJTUPOBAHUSA. ITO HEOOXOAUMOCTh UCIIOIb30BAHUS CUTYaI[MOHHOTO aHAJIN3a U CUTYallHOHHOTO
MOJIEJIMPOBAHUSA TIPH YIPaBJI€HUU HEABWIKUMOCTBIO. IIpM WCIOJIB30BAHUM TeOJaHHBIX U
reonHGOPMAaTUKN 3TO TMPUBOJUT K  HEOOXOAWMOCTH  TPUMEHEHHs  CUTYallHOHHOTO
reouHdopManuoHHoro MmozenupoBanus (BbyukwH, Ilortamos, 2020; L[BeTkoB, 2014b). OOmUM
IMPUHIIUIIOM TPUMEHEHUS IIPOCTPAHCTBEHHOTO WHMOPMAIMOHHOTO MOJEJIUPOBAHUS IIpU
yIIpPaBJIe€HUN HEABUKHUMOCTBIO SABJISETCA YCTOMYHMBOCTDh COCTOSIHUS 00beKkTa HenprkuMoctH (Lai,
2006) u ycrouunuBocTh ero pazsutus (Nosratabadi et al., 2019). YnpasieHne HEABHKUMOCTBIO U
CTPOUTEJIBCTBOM IIOCPEJICTBO MH(OPMAIMOHHOTO MojeaupoBaHus u BIM 1mo3BosisieT perarth
Mpo0IeMbl, CBSI3aHHBIE C YCTOWYHMBBIM pa3BUTHEM. HMHGOpPMAMOHHOE MOEeIMPOBAHIIE
MIpeJICTaBJIsieT COO0OM OCHOBHOM MeXaHWU3M, KOTOPBIM MOXKeT ITO3BOJIUTh OOJiee TECHO yBA3aTh
HKOJIOTHYECKHE U COL[AIbHBIE 3a/IaUl C DKOHOMUUYECKOHN OTAaden

3. 3aKJIoueHue
NudopmannonHOoe MOZieIUPOBaHue NIPU YIIPaBJIeHUHN HeJIBUKMMOCTBIO IIO3BOJIAET pPellaTh
TEXHUYECKHUE 3ala4dul yIIpaBJICHHA. 9KOHOMI/I‘IeCKI/Ie 3ala4l OL€EHKH N COIOHaA/IbBHbIE 3aJa4dn
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yIpaBjieHHus HeJIBUKUMOCTbIO. OHO MHTETPUPYET TEXHOJIOTUM TIPH YIIPaBJIeHUHN HEJIBUKUMOCTHIO.
IToaTOMy OHO CJIY?KUT OCHOBOW HMHHOBamUOHHOTO (Po3eHOEpr u Ap., 2010) U MHBECTHIIMOHHOTO
(Litzkendorf, Lorenz, 2005) ymnpaBjieHHsA HEIBUKUMOCTBIO C IleJIbl0 oOeclleueHHus ee
YCTOMUYMBOCTU. BKJIaJi KOPIOPAaTUBHOM HEABMIKHMMOCTH B JIOCTIPKEHHE OCHOBHOU IIEIU
MaKCHUMU3aIUU  OJIaTOCOCTOSTHUS ~ MOJKHO  CMOJIEJTUPOBaTh, UYTOOBI  MPOMJLIIOCTPUPOBATH
MaTepuaJbHble U HeMaTepuaabHble 3(@EeKTbl, KOTOpble HEABKUMOCTh OKa3bIBaeT Ha
¢uHaHcoBbIe TOKa3aTenu. CTPYKTYPHUPOBAaHHBIN IOAXOA K pa3pabOTKe CTpaTeruu B 00JacTh
HEIBIJKUMOCTH B COUYETAaHHHU CO CTpPAaTeTHMel OCHOBHOTO OW3Heca, MO/JIep:KUBAaE€MBI CHCTEMOU
usMepeHus1 3QOEKTUBHOCTH, ITO3BOJIUT PYKOBOAUTESIM KOPIOPATUBHOU HEJBMKHUMOCTHU JIyYIIle
coobmaTh O TOM, KaK KOPIIODAaTUBHAsA HEABHKUMOCTb TIOBBINIAET I[€HHOCTh (UPMBI.
KopriopatuBHbIM MeHeIZKEPaM 110 HEABHKUMOCTH HYKHBI JIyUIITHE CIIOCOOBI MMPOUJLTIOCTPUPOBATD
KOPIIOPATUBHBIM JIH/IEPAM, KaK OHHU J00ABJISAIOT I€HHOCTh. JTa CTaThs HJUIIOCTPUPYET TAKYIO
MO/IeJIb C BCIIOMOTAaTeJIbHBIMU OIEPAIlMOHHBIMU PENIeHUAMU U MoKa3aTeaaMu 3¢p@PeKTUBHOCTHU.
Nuadopmaruonnoe mogenupoBanue B FM u CREM MoskeT GbITh HUCIIOJIb30BAHO JJIS YITIyUIIEHUS
TEXHOJIOTUH U TEeOPUH YIpaBJIeHUs HEeABIKUMOCThI0. KopropaTuBHas cTpaTerus yIpaBJeHHs
HEeJIBU’KUMOCTBIO JIOJKHA OBITh COTJIacOBaHa C 00IIell Ou3Hec-CTpaTerueH.
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NuadopmanunonHoe MoAeIMPpOBaHUE NIPU yIIPABJI€HUU HEeJBUKHUMOCTBHIO
Poman BauecsiaBoBuu BosikoB 2 *
aPoccuiickuil yHUBEPCUTET TpaHcnopTa, MockBa, Poccutickasa ®enepanus

AnHotamusa. CraTbd WUCCjeIyeT OCOOEHHOCTH TIPUMEHEHHsA HWH(OPMAaIOHHOTO
MOJIEJTUPOBAHUSA IIPHU YIPaBJIEHHU HEABIKUMOCTBIO. [lokazaHo pasHooOpasue IpHUMEHEHUS
MHOOPMAIUOHHOTO MoZeaupoBanusa. OTMeueHa BO3MOXKHOCTh U OCOOEHHOCTh ITPUMEHEHUS
nHdopMaIoHHoro MmozenupoBanusa 3xanuii (Building information modeling) mis ympasieHus
HEJIBIPKUMOCTBI0. AHQIM3UPYETCA HOBOE IOHATHE «I[U(PPOBble AaKTUBBI» HEJBIKUMOCTH.
PackpriBaercss cofep:kaHue ITUGPOBBIX AaKTUBOB HEABIKUMOCTH. OmucaHbl 0COOEHHOCTH
ynpasiieHuA Mu@poBbIMU akTUBaMu. [okazaHa cBA3b MUQPPOBBIX aKTUBOB ¢ UHOOPMAIUOHHBIM
MozenupoBanueM. HMHdopmanyoHHoe MoJIeTMpOBAaHUE SABJSAETCA OCHOBOM  0Opa3oBaHUA
udpoBbIXx akTUBOB. OmnncaHa CBA3b KOPIOPATHUBHOTO YIIpaBJIe€HHE HEABIIKUMOCTBIO C
UHOOPMAIOHHBIM MOZIeJINPOBAHUEM. Ananusupyercs BA)KHOCTD IIpUMeHeHUs
UHDOPMAIIMOHHBIX €QUHUIl /I YIOpaBJeHUs HeIBWKUMOCTBIO. BbljlesleHa clienuajibHasd
uHdopManusa, KOTOPYI0 IPUMEHAIT /JIA YIpaBjIeHUsA HeJBIKUMOCTbIO. JlaeTca aHanus
TEeHJIEHIIUN TIEPEeX0/ia OT YIPAaBJIEHUSA OOBEKTaMH K KOPIIOPAaTUBHOMY YIIpaBjeHUI0. [loka3aHb
MIPENMYIIECTBA KOPIOPATHBHOTO YIIPABJIEHUS U OTAEJIbHbIE HEJOCTATKH €ro WCIOJIb30BAaHUSA B
MpaKTUKe yIpapjieHus. JlOKa3aHO, YTO CTPATEeTMU YIPABJIEHUS HEIBUKUMOCTBIO JOJIKHBI
CcTpouThbcA Ha MHMOPMAIIMOHHOM MOJIeJIMPOBaHUM. Jloka3aHO, YTO KOPHOpAaTHUBHOE yIIpaBJIeHUe
HEJIBIDKUMOCTBIO  JIOJDKHO — HCIIOJIB30BaTh HMHGMOPMAIIMOHHBIE CUTYallMd M CHTYAI[HOHHO
uHpopMauoHHoe MojiesupoBaHue. CraThd JaeT aHaJIN3 NPUMEHEHUS MPOCTPAHCTBEHHOTO
UHOPMAIUOHHOTO MOJEJIMPOBAHUA IpU  YIPABIEHUM HEIBIKUMOCTBIO. BOJIBIIMHCTBO
IIPOCTPAHCTBEHHBIX OOBEKTOB SBJIAIOTCA apeabHBIMH WM TPEXMEPHBIMU. B cumiy sToro
IIpUMeHeHUe IPOCTPAHCTBEHHbIX WH(OPMAIMOHHBIX MoOjlesell ABjsgeTcA 00sA3aTeIbHBIM
KOMIIOHEHTOM IIPU yIpaBJIeHUU HeABUKUMOCTBIO. Ilo/fuepkHyTa HEOOXOAMMOCTh NPUMEHEHUs
CHCTEMHOTO II0/IX0/]a B YIIPaBJIEHUU HeJBU>KUMOCTBIO.

KialoueBble cJjoBa: ylpaBjieHHe, VYIIpaBjieHUe HEABIKUMOCTBIO, MaTeMaTHuyecKas
kubepHeTHKa, WHGOPMAIMOHHOE MOJeIMPOBaHue, TeomH(pOpMAaTHKa, UH(GPOBBIE AKTUBBI,
IIPOCTPAHCTBEHHOE MO/IETUPOBAHHUE.
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