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Abstract. A new feature selection algorithm for solving classification problems is proposed. 

The algorithm exploits the ensemble-based methodology and iteratively combines classifiers in 
order to assign weights to features characterizing their importance in classification. The algorithm 
is based on the joint use of a filter method and the well known support vector machine. Moreover, 
the filter method uses only support vectors instead of the total training set to calculate the feature 
weights. Numerical experiments with publicly available data sets show that the proposed algorithm 
improves the classification accuracy.  
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Introduction 
Classification is one of the most common and studied statistical analysis tools which is often 

regarded as a part of a general framework of learning theory proposed by Vapnik [23]. A main goal 
of statistical machine learning is prediction of an unobserved output value y  based on an observed 
input vector x , which requires estimation of a predictor function f  from training data consisting 
of pairs ( , )yx . In classification, the output variable is in one of a finite number of classes and the 
main task is to classify the output y  corresponding to each input x  into one of the classes by 
means of a separating function. We consider below only classification problems with two classes 
referred as binary classification problems. 

The binary classification problem can be formally written as follows. Given n  training data 

(examples, instances, patterns) 1 1 2 2{( , ),( , ),..., ( , )}n nS y y y= x x x , in which m
i ∈x R  

represents a feature vector involving m  features and { 1,1}iy ∈ −  represents the class of the 
associated examples, the task of classification is to construct an accurate classifier :c  

{ 1,1}m → −R  that maximizes the probability that ( )i ic y=x  for 1,...,i n= . Generally ix  may 

belong to an arbitrary set, but we consider the special case for simplicity mR . 
A classification problem is usually characterized by an unknown probability distribution 

( , )p yx  (or a cumulative probability distribution function ( , )F yx ) on { 1, 1}m × − +R  defined 

by the training set or examples ix  and their corresponding class labels iy . Many classification 

models accept the uniform distribution ( , )p yx  which means that every example in the training 

set has the probability 1/ n . In particular, the empirical risk functional [23] and the well known 
support vector machine (SVM) method [4] exploit the assumption of the uniform distribution. 
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One of the very popular approaches to classification is the ensemble methodology [7, 14, 20]. 
A basic idea of the classifier ensemble learning is to construct multiple classifiers from the original 
data and then to aggregate their predictions when classifying unknown samples. It is carried out by 
means of weighing several weak or base classifiers and by combining them in order to obtain a 
classifier that outperforms every one of them. The improvement in performance arising from 
ensemble combinations is usually the result of a reduction in variance of the classification error. 
This occurs because the usual effect of ensemble averaging is to reduce the variance of a set of 
classifiers. 

Accuracy of classifiers can be substantially improved if a smaller subset of variables is used 
[2]. It can be done by using a procedure called feature selection which can be viewed as a process of 
determining what inputs should be presented to a classification algorithm. Many feature selection 
methods are based on the assumption that the feature set contains irrelevant and redundant 
features. Roughly speaking, irrelevant features contain no useful information improving the 
corresponding classifier or the classification model using the training sets with irrelevant features. 
Redundant features contain information which is already present in more informative features. 
Therefore, one of the aims of the feature selection is to select a set of non-irrelevant and non-
redundant features and to remain relevant features which contain useful information. In many 
cases, the problem of feature selection is reduced to ranking features by assigning some weights to 
them, which show the importance of every feature in classification results. 

In the paper, we propose a new algorithm for solving the problem of feature selection which 
includes some elements of the ensemble-based classifiers and use an iterative procedure for 
computing the weights of features in order to rank them. The proposed algorithm is based on 
exploiting a weighted modification of the SVM. 

 
Feature selection approaches 
Three main groups of methods have been developed for feature selection: filter, wrapper, and 

embedded methods. 
The first group of methods called filter methods uses statistical properties of the features to filter out 

poorly informative ones. Filter methods constitute a preprocessing step to remove irrelevant features. This 
step is performed independently from the specific learning algorithm. Selection by means of the filter 
methods is usually carried out before applying any classification algorithm. An excellent review of filter 
methods is provided by Altidor et al. [1]. Other interesting and comprehensive reviews can be found in [15, 
21]. 

When it is assumed that the two classes are distributed with a multivariate Gaussian distribution with 
different mean values, but with an equal covariance matrix, and it is assumed that features are independent, 
then the relevance of feature i for discrimination is measured by the t-statistics as follows: 
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where n+  and n−  denote the number of examples in positive and negative class; iµ
+  and iµ

−  are the 

mean values of the i-th feature in the positive and negative classes, respectively; iσ
+  and iσ

−  are the 
respective standard deviations. 

The t-test is a well-known statistical method for detecting differential features between two samples in 
training data [16,17,24]. A feature having a higher t-statistics between two classes is assumed to have higher 
class separability. This measure is such a filter method which computes the importance of each feature 
independently of the other features by comparing that feature's correlation to the output labels. 

Closely related to the t-test statistical measure is the Fisher criterion score ( )F i  defined for feature i 
as  
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A feature i can be considered better than a feature j if ( ) ( )F i F j> . Fisher criterion score are 
sensitive to all changes in the values of features. 

Another measure is the Information Gain which is commonly used in the fields of information theory 
and machine learning. Information Gain measures the number of bits of information gained about the class 
prediction by knowing the value of a given feature when predicting the class. 

Chi-squared test is also a popular statistical test of the divergence between the observed and expected 
distribution of a feature. In feature selection, it tests whether the distribution of a feature differs between 
groups. The chi-square score uses the summation of squared differences between observed and expected 

values divided by expected values. It is based on the 2χ -statistics, and it evaluates features independently 
with respect to the class labels. The larger the Chi-squared, the more relevant the feature is with respect to 
the class [1]. 

Relief-F [5, 12] is an instance-based feature selection method which evaluates a feature by how well its 
value distinguishes samples that are from different groups but are similar to each other. For each feature s, 
Relief-F selects a random sample and  k of its nearest neighbors from the same class and each of different 
classes. Then s is scored as the sum of weighted differences in different classes and the same class. If s is 
differentially expressed, it will show greater differences for samples from different classes, thus it will receive 
higher score (or vice versa). 

Gheyas and Smith [9] mention also additional used filter methods including Mann-Whitney-Wilcoxon 
U-test [6], mutual information [18], Pearson correlation coefficients [3], principal component analysis [11]. 

A second approach (wrapper methods) generally provides more accurate solutions than the filter 
methods, but it is computationally demanding [13]. According to the wrapper methods, feature selection is 
wrapped in a learning algorithm. A wrapper algorithm explores the feature space to score feature subsets 
according to their predictive power, optimizing the subsequent induction algorithm that uses the respective 
subset for classification. One of the well-known wrapper methods is the Recursive Feature Elimination 
(RFE). 

RFE is a recently proposed feature selection algorithm described by Guyon et al. [10]. The algorithm is 
based on the assumption that removing a redundant feature leads to small changes of the risk measure or the 
cost function. Hence, we have to find and order differences between the risk measure R being minimized and 
the risk measure ( )R t  caused by removing the t-th feature. 

The wrapper methods are often used in combination with the filter methods. For example, Mundra 
and Rajapakse [17] enhance the support vector machine recursive feature elimination (SVM-RFE) method 
for gene selection by incorporating a minimum-redundancy maximum-relevancy filter method. In spite of 
the efficiency of wrapper methods, Smialowski el al. [22] show some problems with their using. 

The third approach (embedded methods) performs feature selection in the process of model building. 
One of the interesting embedded methods is the so-called 0l -SVM or Concave Feature Selection (FSV), based 

on the minimization of the zero norm: 
0

{ : 0}ii w= ≠w . 

 
Support vector machine 
In order to solve a classification problem, we have to find a real valued function ),,( bf wx  called the 

separating function whose sign determines the class label prediction. The separating function ( , , )f bx w  

may be parameterized with some parameters 1( ,..., )mw w=w , b  that are determined from the training 

examples by means of a learning algorithm. In particular, the function f  may have the form 

( , , ) , ( )f b w bϕ= +x w x , where ϕ  is a feature map such that the data points are mapped into an 

alternative higher-dimensional feature space G . In other words, this is a map into an inner product space 
G  such that the inner product in the image of ϕ  can be computed by evaluating some simple kernel 

( , ) ( ), ( )K ϕ ϕ=x y x y , such as the Gaussian kernel  

( )2( , ) exp / .K c= − −x y x y  

Given the training data the linear separating training problem is to minimize the following risk 
functional:  

{ 1,1}
( , ) ( , ) ( , ).

m
R b l y F y

× −
= ∫R

w x xd  
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Here the loss function ( , )l yx  usually takes a non-zero value when the sign of the separating function 
(the class label prediction) does not coincide with the class label y . The minimization of the risk functional 

is carried out over the parametric class of functions ( , , )f bx w . In other words, the function 

opt opt( , , )f bx w  provides the minimum of ( , )R bw . 

In SVM, it is taken the hinge loss function ( ){ }( , ) max 0,1 , ( )l y y bϕ= − +x w x  as a loss 

function. Moreover, the integral in the expression for the risk functional is replaced by the sum  

).,(1),(
1

ii

n

i

yl
n

bR xw ∑
=

=  

 Under the above conditions, taking into account regularization and after some modification, the 
optimization problem for computing parameters w , b  becomes  

2

, ,
1

1 min
2

n

i b
i

C
ξ

ξ
=

+ →∑ w
w  

subject to  

( ), ( ) 1 , 0, 1,..., .i i i iy b i nϕ ξ ξ+ ≥ − ≥ =w x  

This is a quadratic programming problem. Here C  is a user-specified positive parameter, which 
controls the trade-off between classification violation and margin maximization. In practice, the optimal 
parameter C  can be selected using cross-validation, where the training data is randomly splitted into two 
parts: a training part and a validation part. The training part is used to compute ,bw  with different C , and 

then estimate its performance on the validation part. The value of C  with the smallest validation error is 

then chosen as the optimal regularization parameter. The introduction of the regularization term 
2w  

makes the solution more stable. 
By using the well-known optimization methods for solving the quadratic programming problem, we 

get the dual form (Lagrangian) as  

1 1 1

1( ) ( , ) max
2

n n n

i j i j i j i
i j i

L y y K
φ

φ φφ φ
= = =

= − + →∑∑ ∑x x  

subject to  

1

0 , 1,..., , 0.
n

i i i
i

C i n yφ φ
=

≤ ≤ = =∑  

Here 1( ,..., )nφ φ φ=  are Lagrange multipliers, i.e., optimization variables. The function 

( , , )f bx w  can be rewritten in terms of Lagrange multipliers as 

1

( , , ) ( , ) .
n

i i
i

f b K bφ
=

= +∑x w x x  

The dual form allows us to obtain the non-linear separating function in a simple way. There are many 
procedures and software tools for solving the above optimization problem. 

A very important peculiarity of the SVM is that the solution to the optimization problem is defined 
only by a part of data points which is called by a set of support vectors (SV). The condition for the i-th data 
point to be a support vector is 0iφ > . 

 
The proposed algorithm 
An interesting idea underlying a feature selection method proposed by Mundra and Rajapakse [17] is 

to use only support vectors in t-statistics computation to improve the performance of the t-statistics. We 
modify their method and extend it on the ensemble-based framework. 

First, we introduce the weights of features 1( ,..., )mv v v= , 1 ... 1mv v+ + = , which are computed 
by using one of the measures determining the filter methods, for example, t-statistics, Fisher criterion score, 
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Information Gain, chi-squared test, etc. In fact, the weights v  are normalized values of the corresponding 
filter measure. It should be noted that the weights of feature are computed on the basis of a part of training 
examples, namely, on the basis of support vectors obtained by using the SVM. This coincides with the 
method proposed by Mundra and Rajapakse [17]. 

Second, we use the SVM for computing  parameters ,bw . At that, the weights v  are assigned to every 

feature for all training examples, i.e., every vector jx , 1,...,j n= , is replaced by the vector 

( ) ( )
1 1, ( ,..., )j j

j m mv v x v x< >=x . The set of support vectors SV  is determined after this procedure for 

computing the weights v  by means of filter methods. 

Third, we compute the error rate : ( ) 1 /
t i ii c x yt nε ≠= ∑  which is defined as a number of misclassified 

examples from the training set divided on n . The error rate characterizes how correctly the weights are 
assigned to features. 

The above three steps are repeated T  times. Finally, the weights of features can be computed as the 

weighted sum 1final
T
t t tv vε== ∑ . 

The formal algorithm for computing the weights of features is given below. 
 

1) Given S  is the set of all examples (the training set). 
2) Assign the initial uniform feature weights (1 / ,...,1 / )v m m← . 

3) 1t ←   
4) Repeat 
5) Compute the vectors ,j jv←< >x x , 1,...,j n= . 

6) Train classifier tc  by using SVM with weights tv  for features and select support vectors 

SV S⊆ . 

7) Compute weights 1( ,..., )t mv v v=  of features by using a filter method such that the 

weights tv  are computed on the basis of support vectors SV. 

8) Compute error rate : ( ) 1 /
t i ii c x yt nε ≠← ∑ . 

9) t + +   
10) Until t T> . 

11) 1final
T
t t tv vε=← ∑ . 

 
Numerical analysis of the proposed algorithm 

We illustrate the algorithm proposed in this paper via several real examples, all computations 
have been performed using the statistical software R [19]. We investigate the performance of the 
proposed algorithm and compare it with the standard SVM by considering the error rate 1ε  when 

the feature weight vector is (1 / ,...,1 / )v m m= , and the error rate finalε  when the feature weight 

vector is finalv . The t -statistics is used as a filter method. 
The proposed algorithm has been evaluated and investigated by the following publicly 

available data sets: Haberman's Survival Data Set, Pima Indian Data Set, Mammographic masses, 
Parkinsons, Lung cancer, Breast Cancer Wisconsin (Diagnostic) Data Set. All data sets are from the 
UCI Machine Learning Repository [8]. Table 1 provides the number of examples in the training sets 
and the number of features for the considered data sets, while more detailed information can be 
found from, respectively, the data resources. 

Table 1: 
Numbers of examples and numbers of features for data sets 

Data Set n  m  
Haberman's Survival 306 3 
Pima Indian Diabetes 768 8 
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Mammographic masses 961 4 
Parkinsons 195 23 
Lung cancer 32 57 
Breast Cancer Wisconsin (Diagnostic) 699 9 
 

Table 2 shows the comparative performance of the proposed algorithm. One can see from Table 2 that 

final 1ε ε≤  for all data sets. This implies that the proposed algorithm provides outperforming results in 
comparison with the standard SVM. 

Table 2:  
Values of the error rate for the initial feature weights  

and for final combined feature weights 
Data Set 

1ε  finalε  
Haberman's Survival 0.281 0.255 
Pima Indian Diabetes 0.314 0.249 
Mammographic masses 0.213 0.201 
Parkinsons 0.359 0.195 
Lung cancer 0.246 0.246 
Breast Cancer Wisconsin (Diagnostic) 0.124 0.091 

 
Conclusion 
A feature selection algorithm has been proposed in the paper. The algorithm combines some 

peculiarities of the ensemble-based methodology, of the SVM, of the feature selection filter 
methods. This combination allows us to obtain a method with the better classification quality. 

We have studied only one algorithm which combines feature weights after several iterations 
in the simplest way. However, it is interesting to study how the feature weights can be updated in 
accordance with the error rate value at each iteration similarly to the well-known adaptive boosting 
method like AdaBoost. This is a direction for future research. 

Another interesting direction for future research is how to incorporate additional information 
about the training data taking into account the structure of training examples. For instance, the 
proposed algorithm might be modified and improved when we would know that all features are 
binary. There are several ways for improving the proposed algorithm in this case and every way 
might lead to outperforming classifiers. 
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Аннотация. Предлагается новый алгоритм отбора признаков для решения задач 

классификации. Алгоритм использует модели композиции и итерационно комбинирует 
классификаторы для назначения весов признаков, характеризующих их значимость в задаче 
классификации. Алгоритм основан на совместном использовании методов фильтрации и 
известного метода опорных векторов. Кроме того, применяемый метод фильтрации 
использует только опорные вектора вместо всей обучающей выборки для вычисления весов 
признаков. Числовые эксперименты с использованием известных данных показали, что 
предлагаемый алгоритм повышает точность классификации. 

Ключевые слова: композиционный алгоритм; метод опорных векторов; метод 
фильтрации. 


